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In "The Indeterministic Character of Evolutionary Theory: No 'Hidden Variables 
Proof' But No Room for Determinism Either," Brandon and Carson (1996) argue that 
evolutionary theory is statistical because the processes it describes are fundamentally 
statistical. In "Is Indeterminism the Source of the Statistical Character of Evolutionary 
Theory?" Graves, Horan, and Rosenberg (1999) argue in reply that the processes of 
evolutionary biology are fundamentally deterministic and that the statistical character 
of evolutionary theory is explained by epistemological rather than ontological consid- 
erations. In this paper I focus on the topic of mutation. By focusing on some of the 
theory and research on this topic from early to late, I show how quantum indeterminism 
hooks up to point mutations (via tautomeric shifts, proton tunneling, and aqueous 
thermal motion). I conclude with a few thoughts on some of the wider implications of 
this topic. 

1. Introduction. What effect, if any, does quantum indeterminism have on 
the processes of evolution, and should it make a difference either way to 
modern evolutionary theory? This question is related to the older question 
of whether biology, including evolutionary biology, is reducible to physics 
(or rather physics and chemistry). But that is not my central concern here. 
It is generally agreed that evolutionary theory inherently involves proba- 
bilities and statistics (I use these words interchangeably). But what is the 
source of the statistical character of evolutionary theory? Brandon and 
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In artificial systems, quantum superposition and entanglement typically decay rapidly unless cryogenic

temperatures are used. Could life have evolved to exploit such delicate phenomena? Certain migratory

birds have the ability to sense very subtle variations in Earth’s magnetic field. Here we apply quantum

information theory and the widely accepted ‘‘radical pair’’ model to analyze recent experimental

observations of the avian compass. We find that superposition and entanglement are sustained in this

living system for at least tens of microseconds, exceeding the durations achieved in the best comparable

man-made molecular systems. This conclusion is starkly at variance with the view that life is too ‘‘warm

and wet’’ for such quantum phenomena to endure.
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Recently several authors have raised the intriguing pos-

sibility that living systems may use nontrivial quantum

effects to optimize some tasks. Studies range from the

role of quantum physics in photosynthesis [1–4] and in

natural selection itself [5] through to the observation that

‘‘warm and wet’’ living systems can embody entanglement

given a suitable cyclic driving [6]. In this Letter, we

examine quantum phenomena in the process of magneto-

reception—the ability to sense characteristics of the sur-

rounding magnetic field.

There are a several mechanisms by which this sense may

operate [7]. In certain species (including certain birds [8,9],

fruit flies [10,11], and even plants [12]), the evidence

supports a so-called radical pair (RP) mechanism. This

process involves the quantum evolution of a spatially

separated pair of electron spins [8,13], and such a model

is supported by several results from the field of spin

chemistry [14–18]. An artificial chemical compass operat-

ing according to this principle has been demonstrated

experimentally [19], and a very recent theoretical study

examines the presence of entanglement within such a

system [20]. Here, we consider the time scales for the

persistence of full quantum coherence, and entanglement,

within a specific living system: the European Robin. Our

analysis uses recent data from experiments on live birds.

We conclude that the RP model implies a decoherence time

in the birds’ compass which is extraordinarily long—

beyond that of any artificial molecular system.

By manipulating a captive bird’s magnetic environment

and recording its response, one can make inferences about

the mechanism of the magnetic sensor [13,21–23].

Specifically, European Robins are only sensitive to the

inclination and not the polarization of the magnetic field

[22], and this sensor is evidently activated by photons

entering the bird’s eye [23,24]. Importantly for the present

analysis, a very small oscillating magnetic field can disrupt

the bird’s ability to orientate [13,21]. It is also significant

that birds are able to ‘‘train’’ to different field strengths,

suggesting that the navigation sense is robust, and unlikely

to depend on very special values for the parameter in the

model [21].

The basic idea of the RP model is as follows: there are

molecular structures in the bird’s eye which can each

absorb an optical photon and give rise to a spatially sepa-

rated electron pair in a singlet spin state. Because of the

differing local environments of the two electron spins, a

singlet-triplet evolution occurs. This evolution depends on

the inclination of the molecule with respect to Earth’s

magnetic field. Recombination occurs either from the sin-

glet or triplet state, leading to different chemical end

products. The concentration of these products constitutes

a chemical signal correlated to Earth’s field orientation.

The specific molecule involved is unknown.

Making as few assumptions as possible about the de-

tailed structure of the molecule, we examine a family of

models with the necessary complexity to support this RP

mechanism. Our aim is to understand whether full quantum

coherence and entanglement exist for long durations in the

European Robin’s compass system. Figure 1 depicts the

most basic form of the model: two electronic spins [8] and

one nuclear spin. The nucleus interacts with only one of the

electron spins, thus providing the asymmetry required for

singlet-triplet oscillations. In this model, as with the other

models we consider, we employ the Hamiltonian corre-

sponding to the system once the two electrons have be-

come separated. That is, our t ¼ 0 corresponds to the

moment of RP formation.

The anisotropic hyperfine tensor coupling the nucleus

and electron 1 is conveniently written in its diagonal basis

A ¼ diagðAx; Ay; AzÞ, and we assume an axially symmetric
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We distinguish dynamical and statistical interpretations of evolutionary theory. We 
argue that only the statistical interpretation preserves the presumed relation between 
natural selection and drift. On these grounds we claim that the dynamical conception 
of evolutionary theory as a theory of forces is mistaken. Selection and drift are not 
forces. Nor do selection and drift explanations appeal to the (sub-population-level) 
causes of population level change. Instead they explain by appeal to the statistical 
structure of populations. We briefly discuss the implications of the statistical interpre- 
tation of selection for various debates within the philosophy of biology-the 'explan- 
anda of selection' debate and the 'units of selection' debate. 

*Received August 2001; revised March 2002. 

tSend requests for reprints to the authors. Walsh: Department of Philosophy, Univer- 
sity of Edinburgh, David Hume Tower, George Square, Edinburgh, Scotland EH26 
9NJ; Lewens: Department of History and Philosophy of Science, University of Cam- 
bridge, Free School Lane, Cambridge, UK CB2 3RH; Ariew: Department of Philos- 
ophy, 170 Chaffee Building, University of Rhode Island, Kingston, RI USA, 02881. 

$We wish to thank the following for help and discussion. Alexander Bird, Anjan Chak- 
ravartty, Kent Holsinger, Deborah Kohn, Peter Lipton, Joel Pust, Alex Rosenberg, 
various members of the Philosophy Workshop, HPS, University of Cambridge, atten- 
dees at the ISHPSSB conference in Quinnipiac. We would like to acknowledge the 
invaluable comments offered by Elliott Sober. We would also like to thank the Seven 
Stars Bakery in Providence, Rhode Island for all the coffee and for not minding all the 
noise. We reserve especial thanks to R. C. Lewontin, for inspiration, hospitality, and 
support. Some of the ideas in this paper converge on those expressed in Matthen and 
Ariew (2002). These were developed largely independently. 
Philosophy of Science, 69 (September 2002) pp. 452-473. 0031-8248/2002/6903-0004$10.00 
Copyright 2002 by the Philosophy of Science Association. All rights reserved. 

452 

THE JOURNAL OF PHILOSOPHY 
VOLUME XCIX, NO. 2, FEBRUARY 2002 

TWO WAYS OF THINKING ABOUT FITNESS 
AND NATURAL SELECTION* 

he concept of fitness is, Philip Kitcher' says, "important both to 
informal presentations of evolutionary theory and to the math- 
ematical formulations of [population genetics]" (ibid., p. 50). 

He is absolutely right. The difficulty is to harmonize these very different 
ways of understanding its role. We examine here how fitness and natural 
selection relate to the other explanatory factors invoked by evolutionary 
theory. We argue that the "informal presentations" to which Kitcher 
alludes give an incoherent account of the relation. A more appropriate 
model is drawn from the statistical framework of population genetics. 
We argue that this model demands a far-reaching revision of some 
widely accepted notions of causal relations in evolution. 

I. VERNACULAR FITNESS AND PREDICTIVE FITNESS 

The two formulations of fitness are well illustrated by expositions 
given by Kitcher himself. Consider: 

The principle of variation in fitness: Organisms differ in ways that affect 
their competitive abilities. Some organisms have characteristics that 
better enable them to survive and reproduce than others (ibid., p. 38). 

* This article was originally presented before the 2001 Congress of the Canadian 
Philosophical Association, and helpfully commented on there by Wayne Myrvold. 
We acknowledge helpful discussion with Paul Bartha, Bill Harper, Andrew Irvine, 
Dick Lewontin, Patrick Maher, Joel Pust, Patrick Rysiew, Larry Shapiro, Elliott 
Sober, Michael Strevens, and Catherine Wilson. 
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descriptor and a mathematical predictor"-"The Two Faces of Fitness," in R. Singh, 
D. Paul, C. Krimbas, and J. Beatty, eds., Thinking about Evolution: Historical, Philo- 
sophical and Political Perspectives (New York: Cambridge, forthcoming). Kitcher and 
(even more so) Sober imply that the underlying logic of these concepts is somehow 
the same, though Sober acknowledges persistent difficulties drawing them together. 
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Are Random Drift and Natural Selection Conceptually

Distinct?
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Abstract. The latter half of the twentieth century has been marked by debates in evolu-

tionary biology over the relative significance of natural selection and random drift: the

so-called “neutralist/selectionist” debates. Yet John Beatty has argued that it is difficult, if not

impossible, to distinguish the concept of random drift from the concept of natural selection,

a claim that has been accepted by many philosophers of biology. If this claim is correct, then

the neutralist/selectionist debates seem at best futile, and at worst, meaningless. I reexamine

the issues that Beatty raises, and argue that random drift and natural selection, conceived as

processes, can be distinguished from one another.

Key words: Beatty, Brandon, Carson, causal relevance, chance, conceptual distinction,

discriminate sampling, evolution, Hodge, indiscriminate sampling, natural selection, neu-

tralism, outcome, probability, process, random drift, selectionism

1. Introduction

The role of random drift in twentieth century evolutionary biology has been a

turbulent one. Biologists such as Wright and Fisher disagreed over the relative

importance of random drift in the evolutionary process, with Fisher arguing

that Wright’s theory assigned too great a role to random drift. The debate

continues today, with “neutralists” such as Kimura and Crow claiming an

even larger role for random drift than Wright did, while “selectionists” such

as Ernst Mayr and Douglas Futuyma (see especially Mayr 1983 and Futuyma

1988) remain steadfast to the idea that it is natural selection that plays the

preeminent role in phenotypic evolution. According to the selectionist camp,

the role of random drift is at best a minor one. As Beatty (1984) argues, this

debate has taken place in specific contexts (over whether, for example, natural

selection or random drift is more prevalent in a particular population) as well280

*Received May 2002, Revised January 2003.
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express my gratitude to André Ariew, Jessica Bolker, Jon Hodge, Deborah Kohn, Tim

Lewens, Richard Lewontin, Elliott Sober, Kurt Schwenk and two extremely generous

referees from this journal for discussion, guidance, and valuable help with the literature.
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Fit and Diversity:

Explaining Adaptive Evolution*

Denis M. Walsh†‡

According to a prominent view of evolutionary theory, natural selection and the pro-

cesses of development compete for explanatory relevance. Natural selection theory ex-

plains the evolution of biological form insofar as it is adaptive. Development is relevant

to the explanation of form only insofar as it constrains the adaptation-promotingeffects

of selection. I argue that this view of evolutionary theory is erroneous. I outline an

alternative, according to which natural selection explains adaptive evolution by appeal

to the statistical structure of populations, and development explains the causes of adap-

tive evolution at the level of individuals. Only together can a statistical theory of selec-

tion and a mechanical theory of development explain why populations of organisms

comprise individuals that are adapted to their conditions of existence.

1. Introduction. Evolutionary theory has two principal explananda, fit and

diversity (Lewontin 1978). By “fit” here I mean what Darwin called “those

exquisite adaptations of one part of the organisation to another part, and

to the conditions of life” (Darwin [1859]1996, 114). By “diversity” I mean

simply the distribution of biological form. Darwin’s great insight was that

fit and diversity are consequences of a single process, adaptive evolution.

Darwin argued that in order to explain adaptive evolution—and hence fit

and diversity—one must explain how populations come to comprise in-

dividual organisms so well adapted to their conditions of existence. So

Brit. J. Phil. Sci. 55 (2004), 693–712, axh406

Fitness, Probability and the

Principles of Natural Selection
Frédéric Bouchard and Alex Rosenberg

ABSTRACT

We argue that a fashionable interpretation of the theory of natural selection as a

claim exclusively about populations is mistaken. The interpretation rests on adopting

an analysis of fitness as a probabilistic propensity which cannot be substantiated,

draws parallels with thermodynamics which are without foundations, and fails to do

justice to the fundamental distinction between drift and selection. This distinction

requires a notion of fitness as a pairwise comparison between individuals taken two

at a time, and so vitiates the interpretation of the theory as one about populations

exclusively.

Introduction

There is a strong temptation to treat the theory of natural selection solely as a

claim about the ‘central tendencies’ in evolution. In the words of Sterelny and

Kitcher ([1988], p. 345): ‘evolutionary theory, like statistical mechanics, has no

use for such a fine grain of description [as the biography of each organism]: the

aim is to make clear the central tendencies in the history of evolving popula-

tions.’ Not only does such an interpretation seem to do justice to the centrality

of population genetics—a thoroughly statistical enterprise—to evolutionary

biology, but it also bids fair to solve or dissolve the long-standing problem of

explaining or explaining away ‘fitness’, and to account for the theory’s char-

acter in terms familiar from physics. In this paper we show why the temptation

must be resisted. We argue that these benefits are not obtained, and that,

moreover, the approach obscures crucial facts about the theory of natural

selection. In Section 1 we show that the probabilistic propensity account of

fitness required by the ‘central tendencies’ approach is no substitute for the

causal conception of comparative fitness as a pairwise relation between

individual organisms. In Section 2 we refute recent attempts to purge the theory

of a causal concept of fitness by interpreting the theory, along the lines of

the second law of thermodynamics, as one exclusively about ‘ensembles’.
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Natural Selection as a Population-

Level Causal Process
Roberta L. Millstein

ABSTRACT

Recent discussions in the philosophy of biology have brought into question some

fundamental assumptions regarding evolutionary processes, natural selection in par-

ticular. Some authors argue that natural selection is nothing but a population-level,

statistical consequence of lower-level events (Matthen and Ariew [2002]; Walsh et al.

[2002]). On this view, natural selection itself does not involve forces. Other authors reject

this purely statistical, population-level account for an individual-level, causal account of

natural selection (Bouchard and Rosenberg [2004]). I argue that each of these positions

is right in one way, but wrong in another; natural selection indeed takes place at the level

of populations, but it is a causal process nonetheless.

1 Introduction

2 A brief justification of population-level causality

2.1 Frequency-dependent selection

2.2 Accounts of causation

3 The montane willow leaf beetle: a causal story

4 The montane willow leaf beetle: a population-level story

4.1 Response to ‘naı̈ve individualism’

4.2 Response to ‘sophisticated individualism’

5 Conclusion

1 Introduction

Recent discussions of natural selection have given conflicting answers to a

pair of questions: first, is natural selection a causal process or is it a purely

statistical aggregation? And second, is natural selection at the population

level or at the level of individuals? Denis Walsh, Tim Lewens and André

Ariew ([2002]) and Mohan Matthen and Ariew ([2002]) (hereafter, when I

am referring to the two papers together, WALM) have argued that natural

selection is purely statistical and on the population level, whereas Frédéric

Bouchard and Alex Rosenberg ([2004]) (hereafter, BR) argue that natural

selection is causal and on the individual level. In this essay, I argue for a
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The Weismann Model 

August Weismann (1889) is widely credited with disproving the La
marckian theory of the inheritance of acquired characteristics. In one 
of his famous experiments, Weismann cut off the tails of newborn 
mice; when the mice grew up and reproduced, their ofspring had tails 
as long as their parents had had prior to surgery. These results re
mained constant over many generations. Weismann saw the same pat
tern, and the same evidence against the inheritance of acquired chanic
teristics, in the fact that circmncision over many centuries. had not 
caused boys to be bon without foreskins. He also thought that his 
theory of the continuity of the germ plasm threw further doubt. on 
the inheritance of acquired characteristics, though it is worth asking 
whether this theory was evidence against Lamarckianism (as Gould 
2002 argues) or merely assumed that Lamarckian inheritance does not 
occur. 

Our interest here is in the loic of Weismann's experiments. Regard
less of their general signiicance for Lamarckianism, they clearly pro
vided evidence that acquired taillessness in mice parents failed to cause 
taillessness in mice ofspring.' How did the experiments manage to 
perform that function? 

Weismann's theory of the continuity of the germ plasm is now con
ventionally expressed in the language of genotypes and phenotypes 
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Selection and Causation*

Mohan Matthen and André Ariew†

We have argued elsewhere that natural selection is not a cause of evolution, and that

a resolution-of-forces (or vector addition) model does not provide us with a proper

understanding of how natural selection combines with other evolutionary influences.

These propositions have come in for criticism recently, and here we clarify and defend

them. We do so within the broad framework of our own ‘hierarchical realization model’

of how evolutionary influences combine.

1. Introduction. In Matthen and Ariew 2002, we argued for the following:

(A) Natural selection is not a cause of evolution. (We are not opposed to

Darwin and the modern synthesis—quite the contrary. Rather, we

argue that the relationship envisaged by these theories is not a causal

one.)

(B) A resolution-of-forces (or vector addition) model does not provide us

with a proper understanding of how natural selection combines with

other evolutionary influences such as drift, mutation, migration, etc.

(C) Our own ‘hierarchical realization model’ offers a better understand-

ing of the interplay of these evolutionary influences.

Propositions (A) and (B) have come in for criticism recently, and our aim

in this article is to respond to these criticisms. We want to do this in a

systematic way, however, not piecemeal. Thus, we structure our replies with

an eye toward our positive view (C), which we adumbrate and extend as

we proceed.

2. Trait Variance and Causation. The first thing to do is mark the dif-

ference between (A)—the claim that natural selection is not a cause of

*Received June 2008; revised May 2009.

†To contact the authors, please write to: Mohan Matthen, Department of Philoso-

phy, University of Toronto, 170 Saint George St., Toronto, ON M5R 2M8, Canada;

e-mail: mohan.matthen@utoronto.ca. André Ariew, Department of Philosophy, 434

Strickland Hall, University of Missouri–Columbia, Columbia, MO 65211; e-mail:

ariewa@missouri.edu.
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An Explication of the Causal

Dimension of Drift
Peter Gildenhuys

ABSTRACT

Among philosophers, controversy over the notion of drift in population genetics is

ongoing. This is at least partly because the notion of drift has an ambiguous usage

among population geneticists. My goal in this paper is to explicate the causal dimension

of drift, to say what causal influences are responsible for the stochasticity in population

genetics models. It is commonplace for population genetics to oppose the influence of

selection to that of drift, and to consider how the dynamics of populations are altered

when each has greater or lesser influence. I define the causes that are referred to as drift

when researchers speak this way.

1 Introduction

2 Populations and Variant Types

3 The Cause–Effect Ambiguity of Drift

4 Non-directional Factors in Population Genetics

5 How Nev Is Used in Population Genetics

6 Causal Conceptions of Drift

6.1 The Millstein/Beatty conception of drift

6.2 Rosenberg and Bouchard: Drift as initial conditions

7 NINPICs

7.1 Why drift is instituted by NINPICs

7.2 How NINPICS work

7.3 NINPICs and random sampling

7.4 Independent sampling and effective population size

7.5 Variance in progeny number

7.6 Population effects of NINPICs

8 NINPICs and the Stochastic Character of Selection Theory

9 Conclusion

Appendix
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A New Foundation for the

Propensity Interpretation of

Fitness
Charles H. Pence and Grant Ramsey

ABSTRACT

The propensity interpretation of fitness (PIF) is commonly taken to be subject to a set

of simple counterexamples. We argue that three of the most important of these are

not counterexamples to the PIF itself, but only to the traditional mathematical

model of this propensity: fitness as expected number of offspring. They fail to

demonstrate that a new mathematical model of the PIF could not succeed where

this older model fails. We then propose a new formalization of the PIF that

avoids these (and other) counterexamples. By producing a counterexample-free model

of the PIF, we call into question one of the primary motivations for adopting the

statisticalist interpretation of fitness. In addition, this new model has the benefit of

being more closely allied with contemporary mathematical biology than the traditional

model of the PIF.

1 Introduction

1.1 The ‘Generality Problem’

1.2 Counterexamples to the PIF

1.2.1 The moments problem

1.2.2 The delayed selection problem

1.2.3 Timing of reproduction

1.3 The need for a new model

2 A New Formalization

2.1 The new model and biological theory

3 Possible Objections to F

3.1 Objection 1: Natural selection is short term

3.2 Objection 2: Descendants are only minimally related to ancestors

3.3 Objection 3: Evolutionary time scale is pragmatically determined

3.4 Objection 4: Long-term fitness is lineage fitness

3.5 Objection 5: The theory of evolution by natural selection fundamentally

concerns trait fitness, not individual fitness
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Probabilistic causation
(in fitness, selection, drift)

The Trials of Life: 
Natural Selection and Random Drift* 

Denis M. WalshtS 
University of Edinburgh 

Tim Lewens 
University of Cambridge 

Andre Anew 
University of Rhode Island 

We distinguish dynamical and statistical interpretations of evolutionary theory. We 
argue that only the statistical interpretation preserves the presumed relation between 
natural selection and drift. On these grounds we claim that the dynamical conception 
of evolutionary theory as a theory of forces is mistaken. Selection and drift are not 
forces. Nor do selection and drift explanations appeal to the (sub-population-level) 
causes of population level change. Instead they explain by appeal to the statistical 
structure of populations. We briefly discuss the implications of the statistical interpre- 
tation of selection for various debates within the philosophy of biology-the 'explan- 
anda of selection' debate and the 'units of selection' debate. 

*Received August 2001; revised March 2002. 
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TWO WAYS OF THINKING ABOUT FITNESS 
AND NATURAL SELECTION* 

he concept of fitness is, Philip Kitcher' says, "important both to 
informal presentations of evolutionary theory and to the math- 
ematical formulations of [population genetics]" (ibid., p. 50). 

He is absolutely right. The difficulty is to harmonize these very different 
ways of understanding its role. We examine here how fitness and natural 
selection relate to the other explanatory factors invoked by evolutionary 
theory. We argue that the "informal presentations" to which Kitcher 
alludes give an incoherent account of the relation. A more appropriate 
model is drawn from the statistical framework of population genetics. 
We argue that this model demands a far-reaching revision of some 
widely accepted notions of causal relations in evolution. 

I. VERNACULAR FITNESS AND PREDICTIVE FITNESS 

The two formulations of fitness are well illustrated by expositions 
given by Kitcher himself. Consider: 

The principle of variation in fitness: Organisms differ in ways that affect 
their competitive abilities. Some organisms have characteristics that 
better enable them to survive and reproduce than others (ibid., p. 38). 

* This article was originally presented before the 2001 Congress of the Canadian 
Philosophical Association, and helpfully commented on there by Wayne Myrvold. 
We acknowledge helpful discussion with Paul Bartha, Bill Harper, Andrew Irvine, 
Dick Lewontin, Patrick Maher, Joel Pust, Patrick Rysiew, Larry Shapiro, Elliott 
Sober, Michael Strevens, and Catherine Wilson. 

1 Vaulting Ambition: Sociobiology and the Quest for Human Nature (Cambridge: MIT, 
1984). Elliott Sober makes a similar distinction: "Fitness is both an ecological 
descriptor and a mathematical predictor"-"The Two Faces of Fitness," in R. Singh, 
D. Paul, C. Krimbas, and J. Beatty, eds., Thinking about Evolution: Historical, Philo- 
sophical and Political Perspectives (New York: Cambridge, forthcoming). Kitcher and 
(even more so) Sober imply that the underlying logic of these concepts is somehow 
the same, though Sober acknowledges persistent difficulties drawing them together. 
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Are Random Drift and Natural Selection Conceptually

Distinct?

ROBERTA L. MILLSTEIN
Department of Philosophy

California State University, Hayward
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Hayward, CA 94542-3056
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E-mail: rmillstein@csuhayward.edu

Abstract. The latter half of the twentieth century has been marked by debates in evolu-

tionary biology over the relative significance of natural selection and random drift: the

so-called “neutralist/selectionist” debates. Yet John Beatty has argued that it is difficult, if not

impossible, to distinguish the concept of random drift from the concept of natural selection,

a claim that has been accepted by many philosophers of biology. If this claim is correct, then

the neutralist/selectionist debates seem at best futile, and at worst, meaningless. I reexamine

the issues that Beatty raises, and argue that random drift and natural selection, conceived as

processes, can be distinguished from one another.

Key words: Beatty, Brandon, Carson, causal relevance, chance, conceptual distinction,

discriminate sampling, evolution, Hodge, indiscriminate sampling, natural selection, neu-

tralism, outcome, probability, process, random drift, selectionism

1. Introduction

The role of random drift in twentieth century evolutionary biology has been a

turbulent one. Biologists such as Wright and Fisher disagreed over the relative

importance of random drift in the evolutionary process, with Fisher arguing

that Wright’s theory assigned too great a role to random drift. The debate

continues today, with “neutralists” such as Kimura and Crow claiming an

even larger role for random drift than Wright did, while “selectionists” such

as Ernst Mayr and Douglas Futuyma (see especially Mayr 1983 and Futuyma

1988) remain steadfast to the idea that it is natural selection that plays the

preeminent role in phenotypic evolution. According to the selectionist camp,

the role of random drift is at best a minor one. As Beatty (1984) argues, this

debate has taken place in specific contexts (over whether, for example, natural

selection or random drift is more prevalent in a particular population) as well280
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Lewens, Richard Lewontin, Elliott Sober, Kurt Schwenk and two extremely generous

referees from this journal for discussion, guidance, and valuable help with the literature.
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Fit and Diversity:

Explaining Adaptive Evolution*

Denis M. Walsh†‡

According to a prominent view of evolutionary theory, natural selection and the pro-

cesses of development compete for explanatory relevance. Natural selection theory ex-

plains the evolution of biological form insofar as it is adaptive. Development is relevant

to the explanation of form only insofar as it constrains the adaptation-promotingeffects

of selection. I argue that this view of evolutionary theory is erroneous. I outline an

alternative, according to which natural selection explains adaptive evolution by appeal

to the statistical structure of populations, and development explains the causes of adap-

tive evolution at the level of individuals. Only together can a statistical theory of selec-

tion and a mechanical theory of development explain why populations of organisms

comprise individuals that are adapted to their conditions of existence.

1. Introduction. Evolutionary theory has two principal explananda, fit and

diversity (Lewontin 1978). By “fit” here I mean what Darwin called “those

exquisite adaptations of one part of the organisation to another part, and

to the conditions of life” (Darwin [1859]1996, 114). By “diversity” I mean

simply the distribution of biological form. Darwin’s great insight was that

fit and diversity are consequences of a single process, adaptive evolution.

Darwin argued that in order to explain adaptive evolution—and hence fit

and diversity—one must explain how populations come to comprise in-

dividual organisms so well adapted to their conditions of existence. So

Brit. J. Phil. Sci. 55 (2004), 693–712, axh406

Fitness, Probability and the

Principles of Natural Selection
Frédéric Bouchard and Alex Rosenberg

ABSTRACT

We argue that a fashionable interpretation of the theory of natural selection as a

claim exclusively about populations is mistaken. The interpretation rests on adopting

an analysis of fitness as a probabilistic propensity which cannot be substantiated,

draws parallels with thermodynamics which are without foundations, and fails to do

justice to the fundamental distinction between drift and selection. This distinction

requires a notion of fitness as a pairwise comparison between individuals taken two

at a time, and so vitiates the interpretation of the theory as one about populations

exclusively.

Introduction

There is a strong temptation to treat the theory of natural selection solely as a

claim about the ‘central tendencies’ in evolution. In the words of Sterelny and

Kitcher ([1988], p. 345): ‘evolutionary theory, like statistical mechanics, has no

use for such a fine grain of description [as the biography of each organism]: the

aim is to make clear the central tendencies in the history of evolving popula-

tions.’ Not only does such an interpretation seem to do justice to the centrality

of population genetics—a thoroughly statistical enterprise—to evolutionary

biology, but it also bids fair to solve or dissolve the long-standing problem of

explaining or explaining away ‘fitness’, and to account for the theory’s char-

acter in terms familiar from physics. In this paper we show why the temptation

must be resisted. We argue that these benefits are not obtained, and that,

moreover, the approach obscures crucial facts about the theory of natural

selection. In Section 1 we show that the probabilistic propensity account of

fitness required by the ‘central tendencies’ approach is no substitute for the

causal conception of comparative fitness as a pairwise relation between

individual organisms. In Section 2 we refute recent attempts to purge the theory

of a causal concept of fitness by interpreting the theory, along the lines of

the second law of thermodynamics, as one exclusively about ‘ensembles’.
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Natural Selection as a Population-

Level Causal Process
Roberta L. Millstein

ABSTRACT

Recent discussions in the philosophy of biology have brought into question some

fundamental assumptions regarding evolutionary processes, natural selection in par-

ticular. Some authors argue that natural selection is nothing but a population-level,

statistical consequence of lower-level events (Matthen and Ariew [2002]; Walsh et al.

[2002]). On this view, natural selection itself does not involve forces. Other authors reject

this purely statistical, population-level account for an individual-level, causal account of

natural selection (Bouchard and Rosenberg [2004]). I argue that each of these positions

is right in one way, but wrong in another; natural selection indeed takes place at the level

of populations, but it is a causal process nonetheless.

1 Introduction

2 A brief justification of population-level causality

2.1 Frequency-dependent selection

2.2 Accounts of causation

3 The montane willow leaf beetle: a causal story

4 The montane willow leaf beetle: a population-level story

4.1 Response to ‘naı̈ve individualism’

4.2 Response to ‘sophisticated individualism’

5 Conclusion

1 Introduction

Recent discussions of natural selection have given conflicting answers to a

pair of questions: first, is natural selection a causal process or is it a purely

statistical aggregation? And second, is natural selection at the population

level or at the level of individuals? Denis Walsh, Tim Lewens and André

Ariew ([2002]) and Mohan Matthen and Ariew ([2002]) (hereafter, when I

am referring to the two papers together, WALM) have argued that natural

selection is purely statistical and on the population level, whereas Frédéric

Bouchard and Alex Rosenberg ([2004]) (hereafter, BR) argue that natural

selection is causal and on the individual level. In this essay, I argue for a
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The Weismann Model 

August Weismann (1889) is widely credited with disproving the La
marckian theory of the inheritance of acquired characteristics. In one 
of his famous experiments, Weismann cut off the tails of newborn 
mice; when the mice grew up and reproduced, their ofspring had tails 
as long as their parents had had prior to surgery. These results re
mained constant over many generations. Weismann saw the same pat
tern, and the same evidence against the inheritance of acquired chanic
teristics, in the fact that circmncision over many centuries. had not 
caused boys to be bon without foreskins. He also thought that his 
theory of the continuity of the germ plasm threw further doubt. on 
the inheritance of acquired characteristics, though it is worth asking 
whether this theory was evidence against Lamarckianism (as Gould 
2002 argues) or merely assumed that Lamarckian inheritance does not 
occur. 

Our interest here is in the loic of Weismann's experiments. Regard
less of their general signiicance for Lamarckianism, they clearly pro
vided evidence that acquired taillessness in mice parents failed to cause 
taillessness in mice ofspring.' How did the experiments manage to 
perform that function? 

Weismann's theory of the continuity of the germ plasm is now con
ventionally expressed in the language of genotypes and phenotypes 

235 

Philosophy of Science, 76 (April 2009) pp. 201–224. 0031-8248/2009/7602-0005$10.00
Copyright 2009 by the Philosophy of Science Association. All rights reserved.

201

Selection and Causation*

Mohan Matthen and André Ariew†

We have argued elsewhere that natural selection is not a cause of evolution, and that

a resolution-of-forces (or vector addition) model does not provide us with a proper

understanding of how natural selection combines with other evolutionary influences.

These propositions have come in for criticism recently, and here we clarify and defend

them. We do so within the broad framework of our own ‘hierarchical realization model’

of how evolutionary influences combine.

1. Introduction. In Matthen and Ariew 2002, we argued for the following:

(A) Natural selection is not a cause of evolution. (We are not opposed to

Darwin and the modern synthesis—quite the contrary. Rather, we

argue that the relationship envisaged by these theories is not a causal

one.)

(B) A resolution-of-forces (or vector addition) model does not provide us

with a proper understanding of how natural selection combines with

other evolutionary influences such as drift, mutation, migration, etc.

(C) Our own ‘hierarchical realization model’ offers a better understand-

ing of the interplay of these evolutionary influences.

Propositions (A) and (B) have come in for criticism recently, and our aim

in this article is to respond to these criticisms. We want to do this in a

systematic way, however, not piecemeal. Thus, we structure our replies with

an eye toward our positive view (C), which we adumbrate and extend as

we proceed.

2. Trait Variance and Causation. The first thing to do is mark the dif-

ference between (A)—the claim that natural selection is not a cause of
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ABSTRACT

Among philosophers, controversy over the notion of drift in population genetics is

ongoing. This is at least partly because the notion of drift has an ambiguous usage

among population geneticists. My goal in this paper is to explicate the causal dimension

of drift, to say what causal influences are responsible for the stochasticity in population

genetics models. It is commonplace for population genetics to oppose the influence of

selection to that of drift, and to consider how the dynamics of populations are altered

when each has greater or lesser influence. I define the causes that are referred to as drift

when researchers speak this way.
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ABSTRACT

The propensity interpretation of fitness (PIF) is commonly taken to be subject to a set

of simple counterexamples. We argue that three of the most important of these are

not counterexamples to the PIF itself, but only to the traditional mathematical

model of this propensity: fitness as expected number of offspring. They fail to

demonstrate that a new mathematical model of the PIF could not succeed where

this older model fails. We then propose a new formalization of the PIF that

avoids these (and other) counterexamples. By producing a counterexample-free model

of the PIF, we call into question one of the primary motivations for adopting the

statisticalist interpretation of fitness. In addition, this new model has the benefit of

being more closely allied with contemporary mathematical biology than the traditional

model of the PIF.

1 Introduction

1.1 The ‘Generality Problem’

1.2 Counterexamples to the PIF

1.2.1 The moments problem

1.2.2 The delayed selection problem

1.2.3 Timing of reproduction

1.3 The need for a new model

2 A New Formalization

2.1 The new model and biological theory

3 Possible Objections to F

3.1 Objection 1: Natural selection is short term

3.2 Objection 2: Descendants are only minimally related to ancestors

3.3 Objection 3: Evolutionary time scale is pragmatically determined

3.4 Objection 4: Long-term fitness is lineage fitness

3.5 Objection 5: The theory of evolution by natural selection fundamentally

concerns trait fitness, not individual fitness
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The Trials of Life: 
Natural Selection and Random Drift* 

Denis M. WalshtS 
University of Edinburgh 

Tim Lewens 
University of Cambridge 

Andre Anew 
University of Rhode Island 

We distinguish dynamical and statistical interpretations of evolutionary theory. We 
argue that only the statistical interpretation preserves the presumed relation between 
natural selection and drift. On these grounds we claim that the dynamical conception 
of evolutionary theory as a theory of forces is mistaken. Selection and drift are not 
forces. Nor do selection and drift explanations appeal to the (sub-population-level) 
causes of population level change. Instead they explain by appeal to the statistical 
structure of populations. We briefly discuss the implications of the statistical interpre- 
tation of selection for various debates within the philosophy of biology-the 'explan- 
anda of selection' debate and the 'units of selection' debate. 

*Received August 2001; revised March 2002. 
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TWO WAYS OF THINKING ABOUT FITNESS 
AND NATURAL SELECTION* 

he concept of fitness is, Philip Kitcher' says, "important both to 
informal presentations of evolutionary theory and to the math- 
ematical formulations of [population genetics]" (ibid., p. 50). 

He is absolutely right. The difficulty is to harmonize these very different 
ways of understanding its role. We examine here how fitness and natural 
selection relate to the other explanatory factors invoked by evolutionary 
theory. We argue that the "informal presentations" to which Kitcher 
alludes give an incoherent account of the relation. A more appropriate 
model is drawn from the statistical framework of population genetics. 
We argue that this model demands a far-reaching revision of some 
widely accepted notions of causal relations in evolution. 

I. VERNACULAR FITNESS AND PREDICTIVE FITNESS 

The two formulations of fitness are well illustrated by expositions 
given by Kitcher himself. Consider: 

The principle of variation in fitness: Organisms differ in ways that affect 
their competitive abilities. Some organisms have characteristics that 
better enable them to survive and reproduce than others (ibid., p. 38). 

* This article was originally presented before the 2001 Congress of the Canadian 
Philosophical Association, and helpfully commented on there by Wayne Myrvold. 
We acknowledge helpful discussion with Paul Bartha, Bill Harper, Andrew Irvine, 
Dick Lewontin, Patrick Maher, Joel Pust, Patrick Rysiew, Larry Shapiro, Elliott 
Sober, Michael Strevens, and Catherine Wilson. 

1 Vaulting Ambition: Sociobiology and the Quest for Human Nature (Cambridge: MIT, 
1984). Elliott Sober makes a similar distinction: "Fitness is both an ecological 
descriptor and a mathematical predictor"-"The Two Faces of Fitness," in R. Singh, 
D. Paul, C. Krimbas, and J. Beatty, eds., Thinking about Evolution: Historical, Philo- 
sophical and Political Perspectives (New York: Cambridge, forthcoming). Kitcher and 
(even more so) Sober imply that the underlying logic of these concepts is somehow 
the same, though Sober acknowledges persistent difficulties drawing them together. 

0022-362X/02/9902/55-83 ? 2002 The Journal of Philosophy, Inc. 

55 

Ill . -e I _ 

Biology and Philosophy 17: 33–53, 2002.

© 2002 Kluwer Academic Publishers. Printed in the Netherlands.

Are Random Drift and Natural Selection Conceptually

Distinct?
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Abstract. The latter half of the twentieth century has been marked by debates in evolu-

tionary biology over the relative significance of natural selection and random drift: the

so-called “neutralist/selectionist” debates. Yet John Beatty has argued that it is difficult, if not

impossible, to distinguish the concept of random drift from the concept of natural selection,

a claim that has been accepted by many philosophers of biology. If this claim is correct, then

the neutralist/selectionist debates seem at best futile, and at worst, meaningless. I reexamine

the issues that Beatty raises, and argue that random drift and natural selection, conceived as

processes, can be distinguished from one another.

Key words: Beatty, Brandon, Carson, causal relevance, chance, conceptual distinction,

discriminate sampling, evolution, Hodge, indiscriminate sampling, natural selection, neu-

tralism, outcome, probability, process, random drift, selectionism

1. Introduction

The role of random drift in twentieth century evolutionary biology has been a

turbulent one. Biologists such as Wright and Fisher disagreed over the relative

importance of random drift in the evolutionary process, with Fisher arguing

that Wright’s theory assigned too great a role to random drift. The debate

continues today, with “neutralists” such as Kimura and Crow claiming an

even larger role for random drift than Wright did, while “selectionists” such

as Ernst Mayr and Douglas Futuyma (see especially Mayr 1983 and Futuyma

1988) remain steadfast to the idea that it is natural selection that plays the

preeminent role in phenotypic evolution. According to the selectionist camp,

the role of random drift is at best a minor one. As Beatty (1984) argues, this

debate has taken place in specific contexts (over whether, for example, natural

selection or random drift is more prevalent in a particular population) as well280

*Received May 2002, Revised January 2003.
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London-Pitt Philosophy of Science Workshop, London. I would particularly like to

express my gratitude to André Ariew, Jessica Bolker, Jon Hodge, Deborah Kohn, Tim

Lewens, Richard Lewontin, Elliott Sober, Kurt Schwenk and two extremely generous

referees from this journal for discussion, guidance, and valuable help with the literature.
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Fit and Diversity:

Explaining Adaptive Evolution*

Denis M. Walsh†‡

According to a prominent view of evolutionary theory, natural selection and the pro-

cesses of development compete for explanatory relevance. Natural selection theory ex-

plains the evolution of biological form insofar as it is adaptive. Development is relevant

to the explanation of form only insofar as it constrains the adaptation-promotingeffects

of selection. I argue that this view of evolutionary theory is erroneous. I outline an

alternative, according to which natural selection explains adaptive evolution by appeal

to the statistical structure of populations, and development explains the causes of adap-

tive evolution at the level of individuals. Only together can a statistical theory of selec-

tion and a mechanical theory of development explain why populations of organisms

comprise individuals that are adapted to their conditions of existence.

1. Introduction. Evolutionary theory has two principal explananda, fit and

diversity (Lewontin 1978). By “fit” here I mean what Darwin called “those

exquisite adaptations of one part of the organisation to another part, and

to the conditions of life” (Darwin [1859]1996, 114). By “diversity” I mean

simply the distribution of biological form. Darwin’s great insight was that

fit and diversity are consequences of a single process, adaptive evolution.

Darwin argued that in order to explain adaptive evolution—and hence fit

and diversity—one must explain how populations come to comprise in-

dividual organisms so well adapted to their conditions of existence. So

Brit. J. Phil. Sci. 55 (2004), 693–712, axh406

Fitness, Probability and the

Principles of Natural Selection
Frédéric Bouchard and Alex Rosenberg

ABSTRACT

We argue that a fashionable interpretation of the theory of natural selection as a

claim exclusively about populations is mistaken. The interpretation rests on adopting

an analysis of fitness as a probabilistic propensity which cannot be substantiated,

draws parallels with thermodynamics which are without foundations, and fails to do

justice to the fundamental distinction between drift and selection. This distinction

requires a notion of fitness as a pairwise comparison between individuals taken two

at a time, and so vitiates the interpretation of the theory as one about populations

exclusively.

Introduction

There is a strong temptation to treat the theory of natural selection solely as a

claim about the ‘central tendencies’ in evolution. In the words of Sterelny and

Kitcher ([1988], p. 345): ‘evolutionary theory, like statistical mechanics, has no

use for such a fine grain of description [as the biography of each organism]: the

aim is to make clear the central tendencies in the history of evolving popula-

tions.’ Not only does such an interpretation seem to do justice to the centrality

of population genetics—a thoroughly statistical enterprise—to evolutionary

biology, but it also bids fair to solve or dissolve the long-standing problem of

explaining or explaining away ‘fitness’, and to account for the theory’s char-

acter in terms familiar from physics. In this paper we show why the temptation

must be resisted. We argue that these benefits are not obtained, and that,

moreover, the approach obscures crucial facts about the theory of natural

selection. In Section 1 we show that the probabilistic propensity account of

fitness required by the ‘central tendencies’ approach is no substitute for the

causal conception of comparative fitness as a pairwise relation between

individual organisms. In Section 2 we refute recent attempts to purge the theory

of a causal concept of fitness by interpreting the theory, along the lines of

the second law of thermodynamics, as one exclusively about ‘ensembles’.

# British Society for the Philosophy of Science 2004

Brit. J. Phil. Sci. 57 (2006), 627–653

Natural Selection as a Population-

Level Causal Process
Roberta L. Millstein

ABSTRACT

Recent discussions in the philosophy of biology have brought into question some

fundamental assumptions regarding evolutionary processes, natural selection in par-

ticular. Some authors argue that natural selection is nothing but a population-level,

statistical consequence of lower-level events (Matthen and Ariew [2002]; Walsh et al.

[2002]). On this view, natural selection itself does not involve forces. Other authors reject

this purely statistical, population-level account for an individual-level, causal account of

natural selection (Bouchard and Rosenberg [2004]). I argue that each of these positions

is right in one way, but wrong in another; natural selection indeed takes place at the level

of populations, but it is a causal process nonetheless.

1 Introduction

2 A brief justification of population-level causality

2.1 Frequency-dependent selection

2.2 Accounts of causation

3 The montane willow leaf beetle: a causal story

4 The montane willow leaf beetle: a population-level story

4.1 Response to ‘naı̈ve individualism’

4.2 Response to ‘sophisticated individualism’

5 Conclusion

1 Introduction

Recent discussions of natural selection have given conflicting answers to a

pair of questions: first, is natural selection a causal process or is it a purely

statistical aggregation? And second, is natural selection at the population

level or at the level of individuals? Denis Walsh, Tim Lewens and André

Ariew ([2002]) and Mohan Matthen and Ariew ([2002]) (hereafter, when I

am referring to the two papers together, WALM) have argued that natural

selection is purely statistical and on the population level, whereas Frédéric

Bouchard and Alex Rosenberg ([2004]) (hereafter, BR) argue that natural

selection is causal and on the individual level. In this essay, I argue for a

� The Author (2006). Published by Oxford University Press on behalf of British Society for the Philosophy of Science. All rights reserved.
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The Weismann Model 

August Weismann (1889) is widely credited with disproving the La
marckian theory of the inheritance of acquired characteristics. In one 
of his famous experiments, Weismann cut off the tails of newborn 
mice; when the mice grew up and reproduced, their ofspring had tails 
as long as their parents had had prior to surgery. These results re
mained constant over many generations. Weismann saw the same pat
tern, and the same evidence against the inheritance of acquired chanic
teristics, in the fact that circmncision over many centuries. had not 
caused boys to be bon without foreskins. He also thought that his 
theory of the continuity of the germ plasm threw further doubt. on 
the inheritance of acquired characteristics, though it is worth asking 
whether this theory was evidence against Lamarckianism (as Gould 
2002 argues) or merely assumed that Lamarckian inheritance does not 
occur. 

Our interest here is in the loic of Weismann's experiments. Regard
less of their general signiicance for Lamarckianism, they clearly pro
vided evidence that acquired taillessness in mice parents failed to cause 
taillessness in mice ofspring.' How did the experiments manage to 
perform that function? 

Weismann's theory of the continuity of the germ plasm is now con
ventionally expressed in the language of genotypes and phenotypes 
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Selection and Causation*

Mohan Matthen and André Ariew†

We have argued elsewhere that natural selection is not a cause of evolution, and that

a resolution-of-forces (or vector addition) model does not provide us with a proper

understanding of how natural selection combines with other evolutionary influences.

These propositions have come in for criticism recently, and here we clarify and defend

them. We do so within the broad framework of our own ‘hierarchical realization model’

of how evolutionary influences combine.

1. Introduction. In Matthen and Ariew 2002, we argued for the following:

(A) Natural selection is not a cause of evolution. (We are not opposed to

Darwin and the modern synthesis—quite the contrary. Rather, we

argue that the relationship envisaged by these theories is not a causal

one.)

(B) A resolution-of-forces (or vector addition) model does not provide us

with a proper understanding of how natural selection combines with

other evolutionary influences such as drift, mutation, migration, etc.

(C) Our own ‘hierarchical realization model’ offers a better understand-

ing of the interplay of these evolutionary influences.

Propositions (A) and (B) have come in for criticism recently, and our aim

in this article is to respond to these criticisms. We want to do this in a

systematic way, however, not piecemeal. Thus, we structure our replies with

an eye toward our positive view (C), which we adumbrate and extend as

we proceed.

2. Trait Variance and Causation. The first thing to do is mark the dif-

ference between (A)—the claim that natural selection is not a cause of

*Received June 2008; revised May 2009.

†To contact the authors, please write to: Mohan Matthen, Department of Philoso-

phy, University of Toronto, 170 Saint George St., Toronto, ON M5R 2M8, Canada;

e-mail: mohan.matthen@utoronto.ca. André Ariew, Department of Philosophy, 434

Strickland Hall, University of Missouri–Columbia, Columbia, MO 65211; e-mail:

ariewa@missouri.edu.
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An Explication of the Causal

Dimension of Drift
Peter Gildenhuys

ABSTRACT

Among philosophers, controversy over the notion of drift in population genetics is

ongoing. This is at least partly because the notion of drift has an ambiguous usage

among population geneticists. My goal in this paper is to explicate the causal dimension

of drift, to say what causal influences are responsible for the stochasticity in population

genetics models. It is commonplace for population genetics to oppose the influence of

selection to that of drift, and to consider how the dynamics of populations are altered

when each has greater or lesser influence. I define the causes that are referred to as drift

when researchers speak this way.

1 Introduction

2 Populations and Variant Types

3 The Cause–Effect Ambiguity of Drift

4 Non-directional Factors in Population Genetics

5 How Nev Is Used in Population Genetics

6 Causal Conceptions of Drift

6.1 The Millstein/Beatty conception of drift

6.2 Rosenberg and Bouchard: Drift as initial conditions

7 NINPICs

7.1 Why drift is instituted by NINPICs

7.2 How NINPICS work

7.3 NINPICs and random sampling

7.4 Independent sampling and effective population size

7.5 Variance in progeny number

7.6 Population effects of NINPICs

8 NINPICs and the Stochastic Character of Selection Theory

9 Conclusion

Appendix
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Propensity Interpretation of

Fitness
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ABSTRACT

The propensity interpretation of fitness (PIF) is commonly taken to be subject to a set

of simple counterexamples. We argue that three of the most important of these are

not counterexamples to the PIF itself, but only to the traditional mathematical

model of this propensity: fitness as expected number of offspring. They fail to

demonstrate that a new mathematical model of the PIF could not succeed where

this older model fails. We then propose a new formalization of the PIF that

avoids these (and other) counterexamples. By producing a counterexample-free model

of the PIF, we call into question one of the primary motivations for adopting the

statisticalist interpretation of fitness. In addition, this new model has the benefit of

being more closely allied with contemporary mathematical biology than the traditional

model of the PIF.

1 Introduction

1.1 The ‘Generality Problem’

1.2 Counterexamples to the PIF

1.2.1 The moments problem

1.2.2 The delayed selection problem

1.2.3 Timing of reproduction

1.3 The need for a new model

2 A New Formalization

2.1 The new model and biological theory

3 Possible Objections to F

3.1 Objection 1: Natural selection is short term

3.2 Objection 2: Descendants are only minimally related to ancestors

3.3 Objection 3: Evolutionary time scale is pragmatically determined

3.4 Objection 4: Long-term fitness is lineage fitness

3.5 Objection 5: The theory of evolution by natural selection fundamentally

concerns trait fitness, not individual fitness
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(in fitness, selection, drift)

The Trials of Life: 
Natural Selection and Random Drift* 

Denis M. WalshtS 
University of Edinburgh 

Tim Lewens 
University of Cambridge 

Andre Anew 
University of Rhode Island 

We distinguish dynamical and statistical interpretations of evolutionary theory. We 
argue that only the statistical interpretation preserves the presumed relation between 
natural selection and drift. On these grounds we claim that the dynamical conception 
of evolutionary theory as a theory of forces is mistaken. Selection and drift are not 
forces. Nor do selection and drift explanations appeal to the (sub-population-level) 
causes of population level change. Instead they explain by appeal to the statistical 
structure of populations. We briefly discuss the implications of the statistical interpre- 
tation of selection for various debates within the philosophy of biology-the 'explan- 
anda of selection' debate and the 'units of selection' debate. 

*Received August 2001; revised March 2002. 
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TWO WAYS OF THINKING ABOUT FITNESS 
AND NATURAL SELECTION* 

he concept of fitness is, Philip Kitcher' says, "important both to 
informal presentations of evolutionary theory and to the math- 
ematical formulations of [population genetics]" (ibid., p. 50). 

He is absolutely right. The difficulty is to harmonize these very different 
ways of understanding its role. We examine here how fitness and natural 
selection relate to the other explanatory factors invoked by evolutionary 
theory. We argue that the "informal presentations" to which Kitcher 
alludes give an incoherent account of the relation. A more appropriate 
model is drawn from the statistical framework of population genetics. 
We argue that this model demands a far-reaching revision of some 
widely accepted notions of causal relations in evolution. 

I. VERNACULAR FITNESS AND PREDICTIVE FITNESS 

The two formulations of fitness are well illustrated by expositions 
given by Kitcher himself. Consider: 

The principle of variation in fitness: Organisms differ in ways that affect 
their competitive abilities. Some organisms have characteristics that 
better enable them to survive and reproduce than others (ibid., p. 38). 

* This article was originally presented before the 2001 Congress of the Canadian 
Philosophical Association, and helpfully commented on there by Wayne Myrvold. 
We acknowledge helpful discussion with Paul Bartha, Bill Harper, Andrew Irvine, 
Dick Lewontin, Patrick Maher, Joel Pust, Patrick Rysiew, Larry Shapiro, Elliott 
Sober, Michael Strevens, and Catherine Wilson. 

1 Vaulting Ambition: Sociobiology and the Quest for Human Nature (Cambridge: MIT, 
1984). Elliott Sober makes a similar distinction: "Fitness is both an ecological 
descriptor and a mathematical predictor"-"The Two Faces of Fitness," in R. Singh, 
D. Paul, C. Krimbas, and J. Beatty, eds., Thinking about Evolution: Historical, Philo- 
sophical and Political Perspectives (New York: Cambridge, forthcoming). Kitcher and 
(even more so) Sober imply that the underlying logic of these concepts is somehow 
the same, though Sober acknowledges persistent difficulties drawing them together. 
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Abstract. The latter half of the twentieth century has been marked by debates in evolu-

tionary biology over the relative significance of natural selection and random drift: the

so-called “neutralist/selectionist” debates. Yet John Beatty has argued that it is difficult, if not

impossible, to distinguish the concept of random drift from the concept of natural selection,

a claim that has been accepted by many philosophers of biology. If this claim is correct, then

the neutralist/selectionist debates seem at best futile, and at worst, meaningless. I reexamine

the issues that Beatty raises, and argue that random drift and natural selection, conceived as

processes, can be distinguished from one another.

Key words: Beatty, Brandon, Carson, causal relevance, chance, conceptual distinction,

discriminate sampling, evolution, Hodge, indiscriminate sampling, natural selection, neu-

tralism, outcome, probability, process, random drift, selectionism

1. Introduction

The role of random drift in twentieth century evolutionary biology has been a

turbulent one. Biologists such as Wright and Fisher disagreed over the relative

importance of random drift in the evolutionary process, with Fisher arguing

that Wright’s theory assigned too great a role to random drift. The debate

continues today, with “neutralists” such as Kimura and Crow claiming an

even larger role for random drift than Wright did, while “selectionists” such

as Ernst Mayr and Douglas Futuyma (see especially Mayr 1983 and Futuyma

1988) remain steadfast to the idea that it is natural selection that plays the

preeminent role in phenotypic evolution. According to the selectionist camp,

the role of random drift is at best a minor one. As Beatty (1984) argues, this

debate has taken place in specific contexts (over whether, for example, natural

selection or random drift is more prevalent in a particular population) as well

280
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Fit and Diversity:

Explaining Adaptive Evolution*

Denis M. Walsh†‡

According to a prominent view of evolutionary theory, natural selection and the pro-

cesses of development compete for explanatory relevance. Natural selection theory ex-

plains the evolution of biological form insofar as it is adaptive. Development is relevant

to the explanation of form only insofar as it constrains the adaptation-promotingeffects

of selection. I argue that this view of evolutionary theory is erroneous. I outline an

alternative, according to which natural selection explains adaptive evolution by appeal

to the statistical structure of populations, and development explains the causes of adap-

tive evolution at the level of individuals. Only together can a statistical theory of selec-

tion and a mechanical theory of development explain why populations of organisms

comprise individuals that are adapted to their conditions of existence.

1. Introduction. Evolutionary theory has two principal explananda, fit and

diversity (Lewontin 1978). By “fit” here I mean what Darwin called “those

exquisite adaptations of one part of the organisation to another part, and

to the conditions of life” (Darwin [1859]1996, 114). By “diversity” I mean

simply the distribution of biological form. Darwin’s great insight was that

fit and diversity are consequences of a single process, adaptive evolution.

Darwin argued that in order to explain adaptive evolution—and hence fit

and diversity—one must explain how populations come to comprise in-

dividual organisms so well adapted to their conditions of existence. So

Brit. J. Phil. Sci. 55 (2004), 693–712, axh406

Fitness, Probability and the

Principles of Natural Selection
Frédéric Bouchard and Alex Rosenberg

ABSTRACT

We argue that a fashionable interpretation of the theory of natural selection as a

claim exclusively about populations is mistaken. The interpretation rests on adopting

an analysis of fitness as a probabilistic propensity which cannot be substantiated,

draws parallels with thermodynamics which are without foundations, and fails to do

justice to the fundamental distinction between drift and selection. This distinction

requires a notion of fitness as a pairwise comparison between individuals taken two

at a time, and so vitiates the interpretation of the theory as one about populations

exclusively.

Introduction

There is a strong temptation to treat the theory of natural selection solely as a

claim about the ‘central tendencies’ in evolution. In the words of Sterelny and

Kitcher ([1988], p. 345): ‘evolutionary theory, like statistical mechanics, has no

use for such a fine grain of description [as the biography of each organism]: the

aim is to make clear the central tendencies in the history of evolving popula-

tions.’ Not only does such an interpretation seem to do justice to the centrality

of population genetics—a thoroughly statistical enterprise—to evolutionary

biology, but it also bids fair to solve or dissolve the long-standing problem of

explaining or explaining away ‘fitness’, and to account for the theory’s char-

acter in terms familiar from physics. In this paper we show why the temptation

must be resisted. We argue that these benefits are not obtained, and that,

moreover, the approach obscures crucial facts about the theory of natural

selection. In Section 1 we show that the probabilistic propensity account of

fitness required by the ‘central tendencies’ approach is no substitute for the

causal conception of comparative fitness as a pairwise relation between

individual organisms. In Section 2 we refute recent attempts to purge the theory

of a causal concept of fitness by interpreting the theory, along the lines of

the second law of thermodynamics, as one exclusively about ‘ensembles’.
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Natural Selection as a Population-

Level Causal Process
Roberta L. Millstein

ABSTRACT

Recent discussions in the philosophy of biology have brought into question some

fundamental assumptions regarding evolutionary processes, natural selection in par-

ticular. Some authors argue that natural selection is nothing but a population-level,

statistical consequence of lower-level events (Matthen and Ariew [2002]; Walsh et al.

[2002]). On this view, natural selection itself does not involve forces. Other authors reject

this purely statistical, population-level account for an individual-level, causal account of

natural selection (Bouchard and Rosenberg [2004]). I argue that each of these positions

is right in one way, but wrong in another; natural selection indeed takes place at the level

of populations, but it is a causal process nonetheless.

1 Introduction

2 A brief justification of population-level causality

2.1 Frequency-dependent selection

2.2 Accounts of causation

3 The montane willow leaf beetle: a causal story

4 The montane willow leaf beetle: a population-level story

4.1 Response to ‘naı̈ve individualism’

4.2 Response to ‘sophisticated individualism’

5 Conclusion

1 Introduction

Recent discussions of natural selection have given conflicting answers to a

pair of questions: first, is natural selection a causal process or is it a purely

statistical aggregation? And second, is natural selection at the population

level or at the level of individuals? Denis Walsh, Tim Lewens and André

Ariew ([2002]) and Mohan Matthen and Ariew ([2002]) (hereafter, when I

am referring to the two papers together, WALM) have argued that natural

selection is purely statistical and on the population level, whereas Frédéric

Bouchard and Alex Rosenberg ([2004]) (hereafter, BR) argue that natural

selection is causal and on the individual level. In this essay, I argue for a
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The Weismann Model 

August Weismann (1889) is widely credited with disproving the La
marckian theory of the inheritance of acquired characteristics. In one 
of his famous experiments, Weismann cut off the tails of newborn 
mice; when the mice grew up and reproduced, their ofspring had tails 
as long as their parents had had prior to surgery. These results re
mained constant over many generations. Weismann saw the same pat
tern, and the same evidence against the inheritance of acquired chanic
teristics, in the fact that circmncision over many centuries. had not 
caused boys to be bon without foreskins. He also thought that his 
theory of the continuity of the germ plasm threw further doubt. on 
the inheritance of acquired characteristics, though it is worth asking 
whether this theory was evidence against Lamarckianism (as Gould 
2002 argues) or merely assumed that Lamarckian inheritance does not 
occur. 

Our interest here is in the loic of Weismann's experiments. Regard
less of their general signiicance for Lamarckianism, they clearly pro
vided evidence that acquired taillessness in mice parents failed to cause 
taillessness in mice ofspring.' How did the experiments manage to 
perform that function? 

Weismann's theory of the continuity of the germ plasm is now con
ventionally expressed in the language of genotypes and phenotypes 
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Selection and Causation*

Mohan Matthen and André Ariew†

We have argued elsewhere that natural selection is not a cause of evolution, and that

a resolution-of-forces (or vector addition) model does not provide us with a proper

understanding of how natural selection combines with other evolutionary influences.

These propositions have come in for criticism recently, and here we clarify and defend

them. We do so within the broad framework of our own ‘hierarchical realization model’

of how evolutionary influences combine.

1. Introduction. In Matthen and Ariew 2002, we argued for the following:

(A) Natural selection is not a cause of evolution. (We are not opposed to

Darwin and the modern synthesis—quite the contrary. Rather, we

argue that the relationship envisaged by these theories is not a causal

one.)

(B) A resolution-of-forces (or vector addition) model does not provide us

with a proper understanding of how natural selection combines with

other evolutionary influences such as drift, mutation, migration, etc.

(C) Our own ‘hierarchical realization model’ offers a better understand-

ing of the interplay of these evolutionary influences.

Propositions (A) and (B) have come in for criticism recently, and our aim

in this article is to respond to these criticisms. We want to do this in a

systematic way, however, not piecemeal. Thus, we structure our replies with

an eye toward our positive view (C), which we adumbrate and extend as

we proceed.

2. Trait Variance and Causation. The first thing to do is mark the dif-

ference between (A)—the claim that natural selection is not a cause of

*Received June 2008; revised May 2009.
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phy, University of Toronto, 170 Saint George St., Toronto, ON M5R 2M8, Canada;

e-mail: mohan.matthen@utoronto.ca. André Ariew, Department of Philosophy, 434

Strickland Hall, University of Missouri–Columbia, Columbia, MO 65211; e-mail:

ariewa@missouri.edu.
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An Explication of the Causal

Dimension of Drift
Peter Gildenhuys

ABSTRACT

Among philosophers, controversy over the notion of drift in population genetics is

ongoing. This is at least partly because the notion of drift has an ambiguous usage

among population geneticists. My goal in this paper is to explicate the causal dimension

of drift, to say what causal influences are responsible for the stochasticity in population

genetics models. It is commonplace for population genetics to oppose the influence of

selection to that of drift, and to consider how the dynamics of populations are altered

when each has greater or lesser influence. I define the causes that are referred to as drift

when researchers speak this way.

1 Introduction

2 Populations and Variant Types

3 The Cause–Effect Ambiguity of Drift

4 Non-directional Factors in Population Genetics

5 How Nev Is Used in Population Genetics

6 Causal Conceptions of Drift

6.1 The Millstein/Beatty conception of drift

6.2 Rosenberg and Bouchard: Drift as initial conditions

7 NINPICs

7.1 Why drift is instituted by NINPICs

7.2 How NINPICS work

7.3 NINPICs and random sampling

7.4 Independent sampling and effective population size

7.5 Variance in progeny number

7.6 Population effects of NINPICs

8 NINPICs and the Stochastic Character of Selection Theory

9 Conclusion

Appendix
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A New Foundation for the

Propensity Interpretation of

Fitness
Charles H. Pence and Grant Ramsey

ABSTRACT

The propensity interpretation of fitness (PIF) is commonly taken to be subject to a set

of simple counterexamples. We argue that three of the most important of these are

not counterexamples to the PIF itself, but only to the traditional mathematical

model of this propensity: fitness as expected number of offspring. They fail to

demonstrate that a new mathematical model of the PIF could not succeed where

this older model fails. We then propose a new formalization of the PIF that

avoids these (and other) counterexamples. By producing a counterexample-free model

of the PIF, we call into question one of the primary motivations for adopting the

statisticalist interpretation of fitness. In addition, this new model has the benefit of

being more closely allied with contemporary mathematical biology than the traditional

model of the PIF.

1 Introduction

1.1 The ‘Generality Problem’

1.2 Counterexamples to the PIF

1.2.1 The moments problem

1.2.2 The delayed selection problem

1.2.3 Timing of reproduction

1.3 The need for a new model

2 A New Formalization

2.1 The new model and biological theory

3 Possible Objections to F

3.1 Objection 1: Natural selection is short term

3.2 Objection 2: Descendants are only minimally related to ancestors

3.3 Objection 3: Evolutionary time scale is pragmatically determined

3.4 Objection 4: Long-term fitness is lineage fitness

3.5 Objection 5: The theory of evolution by natural selection fundamentally

concerns trait fitness, not individual fitness
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Probabilistic causation
(in fitness, selection, drift)

The Trials of Life: 
Natural Selection and Random Drift* 

Denis M. WalshtS 
University of Edinburgh 

Tim Lewens 
University of Cambridge 

Andre Anew 
University of Rhode Island 

We distinguish dynamical and statistical interpretations of evolutionary theory. We 
argue that only the statistical interpretation preserves the presumed relation between 
natural selection and drift. On these grounds we claim that the dynamical conception 
of evolutionary theory as a theory of forces is mistaken. Selection and drift are not 
forces. Nor do selection and drift explanations appeal to the (sub-population-level) 
causes of population level change. Instead they explain by appeal to the statistical 
structure of populations. We briefly discuss the implications of the statistical interpre- 
tation of selection for various debates within the philosophy of biology-the 'explan- 
anda of selection' debate and the 'units of selection' debate. 

*Received August 2001; revised March 2002. 
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TWO WAYS OF THINKING ABOUT FITNESS 
AND NATURAL SELECTION* 

he concept of fitness is, Philip Kitcher' says, "important both to 
informal presentations of evolutionary theory and to the math- 
ematical formulations of [population genetics]" (ibid., p. 50). 

He is absolutely right. The difficulty is to harmonize these very different 
ways of understanding its role. We examine here how fitness and natural 
selection relate to the other explanatory factors invoked by evolutionary 
theory. We argue that the "informal presentations" to which Kitcher 
alludes give an incoherent account of the relation. A more appropriate 
model is drawn from the statistical framework of population genetics. 
We argue that this model demands a far-reaching revision of some 
widely accepted notions of causal relations in evolution. 

I. VERNACULAR FITNESS AND PREDICTIVE FITNESS 

The two formulations of fitness are well illustrated by expositions 
given by Kitcher himself. Consider: 

The principle of variation in fitness: Organisms differ in ways that affect 
their competitive abilities. Some organisms have characteristics that 
better enable them to survive and reproduce than others (ibid., p. 38). 

* This article was originally presented before the 2001 Congress of the Canadian 
Philosophical Association, and helpfully commented on there by Wayne Myrvold. 
We acknowledge helpful discussion with Paul Bartha, Bill Harper, Andrew Irvine, 
Dick Lewontin, Patrick Maher, Joel Pust, Patrick Rysiew, Larry Shapiro, Elliott 
Sober, Michael Strevens, and Catherine Wilson. 

1 Vaulting Ambition: Sociobiology and the Quest for Human Nature (Cambridge: MIT, 
1984). Elliott Sober makes a similar distinction: "Fitness is both an ecological 
descriptor and a mathematical predictor"-"The Two Faces of Fitness," in R. Singh, 
D. Paul, C. Krimbas, and J. Beatty, eds., Thinking about Evolution: Historical, Philo- 
sophical and Political Perspectives (New York: Cambridge, forthcoming). Kitcher and 
(even more so) Sober imply that the underlying logic of these concepts is somehow 
the same, though Sober acknowledges persistent difficulties drawing them together. 
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Are Random Drift and Natural Selection Conceptually

Distinct?

ROBERTA L. MILLSTEIN
Department of Philosophy

California State University, Hayward
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Hayward, CA 94542-3056
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E-mail: rmillstein@csuhayward.edu

Abstract. The latter half of the twentieth century has been marked by debates in evolu-

tionary biology over the relative significance of natural selection and random drift: the

so-called “neutralist/selectionist” debates. Yet John Beatty has argued that it is difficult, if not

impossible, to distinguish the concept of random drift from the concept of natural selection,

a claim that has been accepted by many philosophers of biology. If this claim is correct, then

the neutralist/selectionist debates seem at best futile, and at worst, meaningless. I reexamine

the issues that Beatty raises, and argue that random drift and natural selection, conceived as

processes, can be distinguished from one another.

Key words: Beatty, Brandon, Carson, causal relevance, chance, conceptual distinction,

discriminate sampling, evolution, Hodge, indiscriminate sampling, natural selection, neu-

tralism, outcome, probability, process, random drift, selectionism

1. Introduction

The role of random drift in twentieth century evolutionary biology has been a

turbulent one. Biologists such as Wright and Fisher disagreed over the relative

importance of random drift in the evolutionary process, with Fisher arguing

that Wright’s theory assigned too great a role to random drift. The debate

continues today, with “neutralists” such as Kimura and Crow claiming an

even larger role for random drift than Wright did, while “selectionists” such

as Ernst Mayr and Douglas Futuyma (see especially Mayr 1983 and Futuyma

1988) remain steadfast to the idea that it is natural selection that plays the

preeminent role in phenotypic evolution. According to the selectionist camp,

the role of random drift is at best a minor one. As Beatty (1984) argues, this

debate has taken place in specific contexts (over whether, for example, natural

selection or random drift is more prevalent in a particular population) as well280
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Lewens, Richard Lewontin, Elliott Sober, Kurt Schwenk and two extremely generous

referees from this journal for discussion, guidance, and valuable help with the literature.
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Fit and Diversity:

Explaining Adaptive Evolution*

Denis M. Walsh†‡

According to a prominent view of evolutionary theory, natural selection and the pro-

cesses of development compete for explanatory relevance. Natural selection theory ex-

plains the evolution of biological form insofar as it is adaptive. Development is relevant

to the explanation of form only insofar as it constrains the adaptation-promotingeffects

of selection. I argue that this view of evolutionary theory is erroneous. I outline an

alternative, according to which natural selection explains adaptive evolution by appeal

to the statistical structure of populations, and development explains the causes of adap-

tive evolution at the level of individuals. Only together can a statistical theory of selec-

tion and a mechanical theory of development explain why populations of organisms

comprise individuals that are adapted to their conditions of existence.

1. Introduction. Evolutionary theory has two principal explananda, fit and

diversity (Lewontin 1978). By “fit” here I mean what Darwin called “those

exquisite adaptations of one part of the organisation to another part, and

to the conditions of life” (Darwin [1859]1996, 114). By “diversity” I mean

simply the distribution of biological form. Darwin’s great insight was that

fit and diversity are consequences of a single process, adaptive evolution.

Darwin argued that in order to explain adaptive evolution—and hence fit

and diversity—one must explain how populations come to comprise in-

dividual organisms so well adapted to their conditions of existence. So

Brit. J. Phil. Sci. 55 (2004), 693–712, axh406

Fitness, Probability and the

Principles of Natural Selection
Frédéric Bouchard and Alex Rosenberg

ABSTRACT

We argue that a fashionable interpretation of the theory of natural selection as a

claim exclusively about populations is mistaken. The interpretation rests on adopting

an analysis of fitness as a probabilistic propensity which cannot be substantiated,

draws parallels with thermodynamics which are without foundations, and fails to do

justice to the fundamental distinction between drift and selection. This distinction

requires a notion of fitness as a pairwise comparison between individuals taken two

at a time, and so vitiates the interpretation of the theory as one about populations

exclusively.

Introduction

There is a strong temptation to treat the theory of natural selection solely as a

claim about the ‘central tendencies’ in evolution. In the words of Sterelny and

Kitcher ([1988], p. 345): ‘evolutionary theory, like statistical mechanics, has no

use for such a fine grain of description [as the biography of each organism]: the

aim is to make clear the central tendencies in the history of evolving popula-

tions.’ Not only does such an interpretation seem to do justice to the centrality

of population genetics—a thoroughly statistical enterprise—to evolutionary

biology, but it also bids fair to solve or dissolve the long-standing problem of

explaining or explaining away ‘fitness’, and to account for the theory’s char-

acter in terms familiar from physics. In this paper we show why the temptation

must be resisted. We argue that these benefits are not obtained, and that,

moreover, the approach obscures crucial facts about the theory of natural

selection. In Section 1 we show that the probabilistic propensity account of

fitness required by the ‘central tendencies’ approach is no substitute for the

causal conception of comparative fitness as a pairwise relation between

individual organisms. In Section 2 we refute recent attempts to purge the theory

of a causal concept of fitness by interpreting the theory, along the lines of

the second law of thermodynamics, as one exclusively about ‘ensembles’.
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Natural Selection as a Population-

Level Causal Process
Roberta L. Millstein

ABSTRACT

Recent discussions in the philosophy of biology have brought into question some

fundamental assumptions regarding evolutionary processes, natural selection in par-

ticular. Some authors argue that natural selection is nothing but a population-level,

statistical consequence of lower-level events (Matthen and Ariew [2002]; Walsh et al.

[2002]). On this view, natural selection itself does not involve forces. Other authors reject

this purely statistical, population-level account for an individual-level, causal account of

natural selection (Bouchard and Rosenberg [2004]). I argue that each of these positions

is right in one way, but wrong in another; natural selection indeed takes place at the level

of populations, but it is a causal process nonetheless.

1 Introduction

2 A brief justification of population-level causality

2.1 Frequency-dependent selection

2.2 Accounts of causation

3 The montane willow leaf beetle: a causal story

4 The montane willow leaf beetle: a population-level story

4.1 Response to ‘naı̈ve individualism’

4.2 Response to ‘sophisticated individualism’

5 Conclusion

1 Introduction

Recent discussions of natural selection have given conflicting answers to a

pair of questions: first, is natural selection a causal process or is it a purely

statistical aggregation? And second, is natural selection at the population

level or at the level of individuals? Denis Walsh, Tim Lewens and André

Ariew ([2002]) and Mohan Matthen and Ariew ([2002]) (hereafter, when I

am referring to the two papers together, WALM) have argued that natural

selection is purely statistical and on the population level, whereas Frédéric

Bouchard and Alex Rosenberg ([2004]) (hereafter, BR) argue that natural

selection is causal and on the individual level. In this essay, I argue for a
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The Weismann Model 

August Weismann (1889) is widely credited with disproving the La
marckian theory of the inheritance of acquired characteristics. In one 
of his famous experiments, Weismann cut off the tails of newborn 
mice; when the mice grew up and reproduced, their ofspring had tails 
as long as their parents had had prior to surgery. These results re
mained constant over many generations. Weismann saw the same pat
tern, and the same evidence against the inheritance of acquired chanic
teristics, in the fact that circmncision over many centuries. had not 
caused boys to be bon without foreskins. He also thought that his 
theory of the continuity of the germ plasm threw further doubt. on 
the inheritance of acquired characteristics, though it is worth asking 
whether this theory was evidence against Lamarckianism (as Gould 
2002 argues) or merely assumed that Lamarckian inheritance does not 
occur. 

Our interest here is in the loic of Weismann's experiments. Regard
less of their general signiicance for Lamarckianism, they clearly pro
vided evidence that acquired taillessness in mice parents failed to cause 
taillessness in mice ofspring.' How did the experiments manage to 
perform that function? 

Weismann's theory of the continuity of the germ plasm is now con
ventionally expressed in the language of genotypes and phenotypes 
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Mohan Matthen and André Ariew†

We have argued elsewhere that natural selection is not a cause of evolution, and that

a resolution-of-forces (or vector addition) model does not provide us with a proper

understanding of how natural selection combines with other evolutionary influences.

These propositions have come in for criticism recently, and here we clarify and defend

them. We do so within the broad framework of our own ‘hierarchical realization model’

of how evolutionary influences combine.

1. Introduction. In Matthen and Ariew 2002, we argued for the following:

(A) Natural selection is not a cause of evolution. (We are not opposed to

Darwin and the modern synthesis—quite the contrary. Rather, we

argue that the relationship envisaged by these theories is not a causal

one.)

(B) A resolution-of-forces (or vector addition) model does not provide us

with a proper understanding of how natural selection combines with

other evolutionary influences such as drift, mutation, migration, etc.

(C) Our own ‘hierarchical realization model’ offers a better understand-

ing of the interplay of these evolutionary influences.

Propositions (A) and (B) have come in for criticism recently, and our aim

in this article is to respond to these criticisms. We want to do this in a

systematic way, however, not piecemeal. Thus, we structure our replies with

an eye toward our positive view (C), which we adumbrate and extend as

we proceed.

2. Trait Variance and Causation. The first thing to do is mark the dif-

ference between (A)—the claim that natural selection is not a cause of
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ABSTRACT

Among philosophers, controversy over the notion of drift in population genetics is

ongoing. This is at least partly because the notion of drift has an ambiguous usage

among population geneticists. My goal in this paper is to explicate the causal dimension

of drift, to say what causal influences are responsible for the stochasticity in population

genetics models. It is commonplace for population genetics to oppose the influence of

selection to that of drift, and to consider how the dynamics of populations are altered

when each has greater or lesser influence. I define the causes that are referred to as drift

when researchers speak this way.
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ABSTRACT

The propensity interpretation of fitness (PIF) is commonly taken to be subject to a set

of simple counterexamples. We argue that three of the most important of these are

not counterexamples to the PIF itself, but only to the traditional mathematical

model of this propensity: fitness as expected number of offspring. They fail to

demonstrate that a new mathematical model of the PIF could not succeed where

this older model fails. We then propose a new formalization of the PIF that

avoids these (and other) counterexamples. By producing a counterexample-free model

of the PIF, we call into question one of the primary motivations for adopting the

statisticalist interpretation of fitness. In addition, this new model has the benefit of

being more closely allied with contemporary mathematical biology than the traditional

model of the PIF.

1 Introduction

1.1 The ‘Generality Problem’

1.2 Counterexamples to the PIF

1.2.1 The moments problem

1.2.2 The delayed selection problem

1.2.3 Timing of reproduction

1.3 The need for a new model

2 A New Formalization

2.1 The new model and biological theory

3 Possible Objections to F

3.1 Objection 1: Natural selection is short term

3.2 Objection 2: Descendants are only minimally related to ancestors

3.3 Objection 3: Evolutionary time scale is pragmatically determined

3.4 Objection 4: Long-term fitness is lineage fitness

3.5 Objection 5: The theory of evolution by natural selection fundamentally

concerns trait fitness, not individual fitness
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Denis M. WalshtS 
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Tim Lewens 
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Andre Anew 
University of Rhode Island 

We distinguish dynamical and statistical interpretations of evolutionary theory. We 
argue that only the statistical interpretation preserves the presumed relation between 
natural selection and drift. On these grounds we claim that the dynamical conception 
of evolutionary theory as a theory of forces is mistaken. Selection and drift are not 
forces. Nor do selection and drift explanations appeal to the (sub-population-level) 
causes of population level change. Instead they explain by appeal to the statistical 
structure of populations. We briefly discuss the implications of the statistical interpre- 
tation of selection for various debates within the philosophy of biology-the 'explan- 
anda of selection' debate and the 'units of selection' debate. 

*Received August 2001; revised March 2002. 
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bridge, Free School Lane, Cambridge, UK CB2 3RH; Ariew: Department of Philos- 
ophy, 170 Chaffee Building, University of Rhode Island, Kingston, RI USA, 02881. 

$We wish to thank the following for help and discussion. Alexander Bird, Anjan Chak- 
ravartty, Kent Holsinger, Deborah Kohn, Peter Lipton, Joel Pust, Alex Rosenberg, 
various members of the Philosophy Workshop, HPS, University of Cambridge, atten- 
dees at the ISHPSSB conference in Quinnipiac. We would like to acknowledge the 
invaluable comments offered by Elliott Sober. We would also like to thank the Seven 
Stars Bakery in Providence, Rhode Island for all the coffee and for not minding all the 
noise. We reserve especial thanks to R. C. Lewontin, for inspiration, hospitality, and 
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TWO WAYS OF THINKING ABOUT FITNESS 
AND NATURAL SELECTION* 

he concept of fitness is, Philip Kitcher' says, "important both to 
informal presentations of evolutionary theory and to the math- 
ematical formulations of [population genetics]" (ibid., p. 50). 

He is absolutely right. The difficulty is to harmonize these very different 
ways of understanding its role. We examine here how fitness and natural 
selection relate to the other explanatory factors invoked by evolutionary 
theory. We argue that the "informal presentations" to which Kitcher 
alludes give an incoherent account of the relation. A more appropriate 
model is drawn from the statistical framework of population genetics. 
We argue that this model demands a far-reaching revision of some 
widely accepted notions of causal relations in evolution. 

I. VERNACULAR FITNESS AND PREDICTIVE FITNESS 

The two formulations of fitness are well illustrated by expositions 
given by Kitcher himself. Consider: 

The principle of variation in fitness: Organisms differ in ways that affect 
their competitive abilities. Some organisms have characteristics that 
better enable them to survive and reproduce than others (ibid., p. 38). 

* This article was originally presented before the 2001 Congress of the Canadian 
Philosophical Association, and helpfully commented on there by Wayne Myrvold. 
We acknowledge helpful discussion with Paul Bartha, Bill Harper, Andrew Irvine, 
Dick Lewontin, Patrick Maher, Joel Pust, Patrick Rysiew, Larry Shapiro, Elliott 
Sober, Michael Strevens, and Catherine Wilson. 

1 Vaulting Ambition: Sociobiology and the Quest for Human Nature (Cambridge: MIT, 
1984). Elliott Sober makes a similar distinction: "Fitness is both an ecological 
descriptor and a mathematical predictor"-"The Two Faces of Fitness," in R. Singh, 
D. Paul, C. Krimbas, and J. Beatty, eds., Thinking about Evolution: Historical, Philo- 
sophical and Political Perspectives (New York: Cambridge, forthcoming). Kitcher and 
(even more so) Sober imply that the underlying logic of these concepts is somehow 
the same, though Sober acknowledges persistent difficulties drawing them together. 
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Are Random Drift and Natural Selection Conceptually

Distinct?
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Abstract. The latter half of the twentieth century has been marked by debates in evolu-

tionary biology over the relative significance of natural selection and random drift: the

so-called “neutralist/selectionist” debates. Yet John Beatty has argued that it is difficult, if not

impossible, to distinguish the concept of random drift from the concept of natural selection,

a claim that has been accepted by many philosophers of biology. If this claim is correct, then

the neutralist/selectionist debates seem at best futile, and at worst, meaningless. I reexamine

the issues that Beatty raises, and argue that random drift and natural selection, conceived as

processes, can be distinguished from one another.

Key words: Beatty, Brandon, Carson, causal relevance, chance, conceptual distinction,

discriminate sampling, evolution, Hodge, indiscriminate sampling, natural selection, neu-

tralism, outcome, probability, process, random drift, selectionism

1. Introduction

The role of random drift in twentieth century evolutionary biology has been a

turbulent one. Biologists such as Wright and Fisher disagreed over the relative

importance of random drift in the evolutionary process, with Fisher arguing

that Wright’s theory assigned too great a role to random drift. The debate

continues today, with “neutralists” such as Kimura and Crow claiming an

even larger role for random drift than Wright did, while “selectionists” such

as Ernst Mayr and Douglas Futuyma (see especially Mayr 1983 and Futuyma

1988) remain steadfast to the idea that it is natural selection that plays the

preeminent role in phenotypic evolution. According to the selectionist camp,

the role of random drift is at best a minor one. As Beatty (1984) argues, this

debate has taken place in specific contexts (over whether, for example, natural

selection or random drift is more prevalent in a particular population) as well280

*Received May 2002, Revised January 2003.

†To contact the author, write School of Philosophy, Psychology and Language Sci-

ences, University of Edinburgh, David Hume Tower, George Square, Edinburgh, Scot-

land, EH8 9JX; e-mail: d.walsh@ed.ac.uk.

‡This paper grew up in public. I wish to thank audiences at Stirling, IUCN Dubrovnik,

BSPS London, Storrs Connecticut, Wisconsin-Madison, ISHPSSB Quinnipiac, and the

London-Pitt Philosophy of Science Workshop, London. I would particularly like to

express my gratitude to André Ariew, Jessica Bolker, Jon Hodge, Deborah Kohn, Tim

Lewens, Richard Lewontin, Elliott Sober, Kurt Schwenk and two extremely generous

referees from this journal for discussion, guidance, and valuable help with the literature.
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Fit and Diversity:

Explaining Adaptive Evolution*

Denis M. Walsh†‡

According to a prominent view of evolutionary theory, natural selection and the pro-

cesses of development compete for explanatory relevance. Natural selection theory ex-

plains the evolution of biological form insofar as it is adaptive. Development is relevant

to the explanation of form only insofar as it constrains the adaptation-promotingeffects

of selection. I argue that this view of evolutionary theory is erroneous. I outline an

alternative, according to which natural selection explains adaptive evolution by appeal

to the statistical structure of populations, and development explains the causes of adap-

tive evolution at the level of individuals. Only together can a statistical theory of selec-

tion and a mechanical theory of development explain why populations of organisms

comprise individuals that are adapted to their conditions of existence.

1. Introduction. Evolutionary theory has two principal explananda, fit and

diversity (Lewontin 1978). By “fit” here I mean what Darwin called “those

exquisite adaptations of one part of the organisation to another part, and

to the conditions of life” (Darwin [1859]1996, 114). By “diversity” I mean

simply the distribution of biological form. Darwin’s great insight was that

fit and diversity are consequences of a single process, adaptive evolution.

Darwin argued that in order to explain adaptive evolution—and hence fit

and diversity—one must explain how populations come to comprise in-

dividual organisms so well adapted to their conditions of existence. So

Brit. J. Phil. Sci. 55 (2004), 693–712, axh406

Fitness, Probability and the

Principles of Natural Selection
Frédéric Bouchard and Alex Rosenberg

ABSTRACT

We argue that a fashionable interpretation of the theory of natural selection as a

claim exclusively about populations is mistaken. The interpretation rests on adopting

an analysis of fitness as a probabilistic propensity which cannot be substantiated,

draws parallels with thermodynamics which are without foundations, and fails to do

justice to the fundamental distinction between drift and selection. This distinction

requires a notion of fitness as a pairwise comparison between individuals taken two

at a time, and so vitiates the interpretation of the theory as one about populations

exclusively.

Introduction

There is a strong temptation to treat the theory of natural selection solely as a

claim about the ‘central tendencies’ in evolution. In the words of Sterelny and

Kitcher ([1988], p. 345): ‘evolutionary theory, like statistical mechanics, has no

use for such a fine grain of description [as the biography of each organism]: the

aim is to make clear the central tendencies in the history of evolving popula-

tions.’ Not only does such an interpretation seem to do justice to the centrality

of population genetics—a thoroughly statistical enterprise—to evolutionary

biology, but it also bids fair to solve or dissolve the long-standing problem of

explaining or explaining away ‘fitness’, and to account for the theory’s char-

acter in terms familiar from physics. In this paper we show why the temptation

must be resisted. We argue that these benefits are not obtained, and that,

moreover, the approach obscures crucial facts about the theory of natural

selection. In Section 1 we show that the probabilistic propensity account of

fitness required by the ‘central tendencies’ approach is no substitute for the

causal conception of comparative fitness as a pairwise relation between

individual organisms. In Section 2 we refute recent attempts to purge the theory

of a causal concept of fitness by interpreting the theory, along the lines of

the second law of thermodynamics, as one exclusively about ‘ensembles’.

# British Society for the Philosophy of Science 2004
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Natural Selection as a Population-

Level Causal Process
Roberta L. Millstein

ABSTRACT

Recent discussions in the philosophy of biology have brought into question some

fundamental assumptions regarding evolutionary processes, natural selection in par-

ticular. Some authors argue that natural selection is nothing but a population-level,

statistical consequence of lower-level events (Matthen and Ariew [2002]; Walsh et al.

[2002]). On this view, natural selection itself does not involve forces. Other authors reject

this purely statistical, population-level account for an individual-level, causal account of

natural selection (Bouchard and Rosenberg [2004]). I argue that each of these positions

is right in one way, but wrong in another; natural selection indeed takes place at the level

of populations, but it is a causal process nonetheless.

1 Introduction

2 A brief justification of population-level causality

2.1 Frequency-dependent selection

2.2 Accounts of causation

3 The montane willow leaf beetle: a causal story

4 The montane willow leaf beetle: a population-level story

4.1 Response to ‘naı̈ve individualism’

4.2 Response to ‘sophisticated individualism’

5 Conclusion

1 Introduction

Recent discussions of natural selection have given conflicting answers to a

pair of questions: first, is natural selection a causal process or is it a purely

statistical aggregation? And second, is natural selection at the population

level or at the level of individuals? Denis Walsh, Tim Lewens and André

Ariew ([2002]) and Mohan Matthen and Ariew ([2002]) (hereafter, when I

am referring to the two papers together, WALM) have argued that natural

selection is purely statistical and on the population level, whereas Frédéric

Bouchard and Alex Rosenberg ([2004]) (hereafter, BR) argue that natural

selection is causal and on the individual level. In this essay, I argue for a

� The Author (2006). Published by Oxford University Press on behalf of British Society for the Philosophy of Science. All rights reserved.
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The Weismann Model 

August Weismann (1889) is widely credited with disproving the La
marckian theory of the inheritance of acquired characteristics. In one 
of his famous experiments, Weismann cut off the tails of newborn 
mice; when the mice grew up and reproduced, their ofspring had tails 
as long as their parents had had prior to surgery. These results re
mained constant over many generations. Weismann saw the same pat
tern, and the same evidence against the inheritance of acquired chanic
teristics, in the fact that circmncision over many centuries. had not 
caused boys to be bon without foreskins. He also thought that his 
theory of the continuity of the germ plasm threw further doubt. on 
the inheritance of acquired characteristics, though it is worth asking 
whether this theory was evidence against Lamarckianism (as Gould 
2002 argues) or merely assumed that Lamarckian inheritance does not 
occur. 

Our interest here is in the loic of Weismann's experiments. Regard
less of their general signiicance for Lamarckianism, they clearly pro
vided evidence that acquired taillessness in mice parents failed to cause 
taillessness in mice ofspring.' How did the experiments manage to 
perform that function? 

Weismann's theory of the continuity of the germ plasm is now con
ventionally expressed in the language of genotypes and phenotypes 
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Selection and Causation*

Mohan Matthen and André Ariew†

We have argued elsewhere that natural selection is not a cause of evolution, and that

a resolution-of-forces (or vector addition) model does not provide us with a proper

understanding of how natural selection combines with other evolutionary influences.

These propositions have come in for criticism recently, and here we clarify and defend

them. We do so within the broad framework of our own ‘hierarchical realization model’

of how evolutionary influences combine.

1. Introduction. In Matthen and Ariew 2002, we argued for the following:

(A) Natural selection is not a cause of evolution. (We are not opposed to

Darwin and the modern synthesis—quite the contrary. Rather, we

argue that the relationship envisaged by these theories is not a causal

one.)

(B) A resolution-of-forces (or vector addition) model does not provide us

with a proper understanding of how natural selection combines with

other evolutionary influences such as drift, mutation, migration, etc.

(C) Our own ‘hierarchical realization model’ offers a better understand-

ing of the interplay of these evolutionary influences.

Propositions (A) and (B) have come in for criticism recently, and our aim

in this article is to respond to these criticisms. We want to do this in a

systematic way, however, not piecemeal. Thus, we structure our replies with

an eye toward our positive view (C), which we adumbrate and extend as

we proceed.

2. Trait Variance and Causation. The first thing to do is mark the dif-

ference between (A)—the claim that natural selection is not a cause of

*Received June 2008; revised May 2009.

†To contact the authors, please write to: Mohan Matthen, Department of Philoso-

phy, University of Toronto, 170 Saint George St., Toronto, ON M5R 2M8, Canada;

e-mail: mohan.matthen@utoronto.ca. André Ariew, Department of Philosophy, 434

Strickland Hall, University of Missouri–Columbia, Columbia, MO 65211; e-mail:

ariewa@missouri.edu.
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An Explication of the Causal

Dimension of Drift
Peter Gildenhuys

ABSTRACT

Among philosophers, controversy over the notion of drift in population genetics is

ongoing. This is at least partly because the notion of drift has an ambiguous usage

among population geneticists. My goal in this paper is to explicate the causal dimension

of drift, to say what causal influences are responsible for the stochasticity in population

genetics models. It is commonplace for population genetics to oppose the influence of

selection to that of drift, and to consider how the dynamics of populations are altered

when each has greater or lesser influence. I define the causes that are referred to as drift

when researchers speak this way.

1 Introduction

2 Populations and Variant Types

3 The Cause–Effect Ambiguity of Drift

4 Non-directional Factors in Population Genetics

5 How Nev Is Used in Population Genetics

6 Causal Conceptions of Drift

6.1 The Millstein/Beatty conception of drift

6.2 Rosenberg and Bouchard: Drift as initial conditions

7 NINPICs

7.1 Why drift is instituted by NINPICs

7.2 How NINPICS work

7.3 NINPICs and random sampling

7.4 Independent sampling and effective population size

7.5 Variance in progeny number

7.6 Population effects of NINPICs

8 NINPICs and the Stochastic Character of Selection Theory

9 Conclusion

Appendix
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A New Foundation for the

Propensity Interpretation of

Fitness
Charles H. Pence and Grant Ramsey

ABSTRACT

The propensity interpretation of fitness (PIF) is commonly taken to be subject to a set

of simple counterexamples. We argue that three of the most important of these are

not counterexamples to the PIF itself, but only to the traditional mathematical

model of this propensity: fitness as expected number of offspring. They fail to

demonstrate that a new mathematical model of the PIF could not succeed where

this older model fails. We then propose a new formalization of the PIF that

avoids these (and other) counterexamples. By producing a counterexample-free model

of the PIF, we call into question one of the primary motivations for adopting the

statisticalist interpretation of fitness. In addition, this new model has the benefit of

being more closely allied with contemporary mathematical biology than the traditional

model of the PIF.

1 Introduction

1.1 The ‘Generality Problem’

1.2 Counterexamples to the PIF

1.2.1 The moments problem

1.2.2 The delayed selection problem

1.2.3 Timing of reproduction

1.3 The need for a new model

2 A New Formalization

2.1 The new model and biological theory

3 Possible Objections to F

3.1 Objection 1: Natural selection is short term

3.2 Objection 2: Descendants are only minimally related to ancestors

3.3 Objection 3: Evolutionary time scale is pragmatically determined

3.4 Objection 4: Long-term fitness is lineage fitness

3.5 Objection 5: The theory of evolution by natural selection fundamentally

concerns trait fitness, not individual fitness
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Tim Lewens 
University of Cambridge 
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University of Rhode Island 

We distinguish dynamical and statistical interpretations of evolutionary theory. We 
argue that only the statistical interpretation preserves the presumed relation between 
natural selection and drift. On these grounds we claim that the dynamical conception 
of evolutionary theory as a theory of forces is mistaken. Selection and drift are not 
forces. Nor do selection and drift explanations appeal to the (sub-population-level) 
causes of population level change. Instead they explain by appeal to the statistical 
structure of populations. We briefly discuss the implications of the statistical interpre- 
tation of selection for various debates within the philosophy of biology-the 'explan- 
anda of selection' debate and the 'units of selection' debate. 

*Received August 2001; revised March 2002. 
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TWO WAYS OF THINKING ABOUT FITNESS 
AND NATURAL SELECTION* 

he concept of fitness is, Philip Kitcher' says, "important both to 
informal presentations of evolutionary theory and to the math- 
ematical formulations of [population genetics]" (ibid., p. 50). 

He is absolutely right. The difficulty is to harmonize these very different 
ways of understanding its role. We examine here how fitness and natural 
selection relate to the other explanatory factors invoked by evolutionary 
theory. We argue that the "informal presentations" to which Kitcher 
alludes give an incoherent account of the relation. A more appropriate 
model is drawn from the statistical framework of population genetics. 
We argue that this model demands a far-reaching revision of some 
widely accepted notions of causal relations in evolution. 

I. VERNACULAR FITNESS AND PREDICTIVE FITNESS 

The two formulations of fitness are well illustrated by expositions 
given by Kitcher himself. Consider: 

The principle of variation in fitness: Organisms differ in ways that affect 
their competitive abilities. Some organisms have characteristics that 
better enable them to survive and reproduce than others (ibid., p. 38). 

* This article was originally presented before the 2001 Congress of the Canadian 
Philosophical Association, and helpfully commented on there by Wayne Myrvold. 
We acknowledge helpful discussion with Paul Bartha, Bill Harper, Andrew Irvine, 
Dick Lewontin, Patrick Maher, Joel Pust, Patrick Rysiew, Larry Shapiro, Elliott 
Sober, Michael Strevens, and Catherine Wilson. 

1 Vaulting Ambition: Sociobiology and the Quest for Human Nature (Cambridge: MIT, 
1984). Elliott Sober makes a similar distinction: "Fitness is both an ecological 
descriptor and a mathematical predictor"-"The Two Faces of Fitness," in R. Singh, 
D. Paul, C. Krimbas, and J. Beatty, eds., Thinking about Evolution: Historical, Philo- 
sophical and Political Perspectives (New York: Cambridge, forthcoming). Kitcher and 
(even more so) Sober imply that the underlying logic of these concepts is somehow 
the same, though Sober acknowledges persistent difficulties drawing them together. 
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Abstract. The latter half of the twentieth century has been marked by debates in evolu-

tionary biology over the relative significance of natural selection and random drift: the

so-called “neutralist/selectionist” debates. Yet John Beatty has argued that it is difficult, if not

impossible, to distinguish the concept of random drift from the concept of natural selection,

a claim that has been accepted by many philosophers of biology. If this claim is correct, then

the neutralist/selectionist debates seem at best futile, and at worst, meaningless. I reexamine

the issues that Beatty raises, and argue that random drift and natural selection, conceived as

processes, can be distinguished from one another.

Key words: Beatty, Brandon, Carson, causal relevance, chance, conceptual distinction,

discriminate sampling, evolution, Hodge, indiscriminate sampling, natural selection, neu-

tralism, outcome, probability, process, random drift, selectionism

1. Introduction

The role of random drift in twentieth century evolutionary biology has been a

turbulent one. Biologists such as Wright and Fisher disagreed over the relative

importance of random drift in the evolutionary process, with Fisher arguing

that Wright’s theory assigned too great a role to random drift. The debate

continues today, with “neutralists” such as Kimura and Crow claiming an

even larger role for random drift than Wright did, while “selectionists” such

as Ernst Mayr and Douglas Futuyma (see especially Mayr 1983 and Futuyma

1988) remain steadfast to the idea that it is natural selection that plays the

preeminent role in phenotypic evolution. According to the selectionist camp,

the role of random drift is at best a minor one. As Beatty (1984) argues, this

debate has taken place in specific contexts (over whether, for example, natural

selection or random drift is more prevalent in a particular population) as well280
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Lewens, Richard Lewontin, Elliott Sober, Kurt Schwenk and two extremely generous

referees from this journal for discussion, guidance, and valuable help with the literature.
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Fit and Diversity:

Explaining Adaptive Evolution*

Denis M. Walsh†‡

According to a prominent view of evolutionary theory, natural selection and the pro-

cesses of development compete for explanatory relevance. Natural selection theory ex-

plains the evolution of biological form insofar as it is adaptive. Development is relevant

to the explanation of form only insofar as it constrains the adaptation-promotingeffects

of selection. I argue that this view of evolutionary theory is erroneous. I outline an

alternative, according to which natural selection explains adaptive evolution by appeal

to the statistical structure of populations, and development explains the causes of adap-

tive evolution at the level of individuals. Only together can a statistical theory of selec-

tion and a mechanical theory of development explain why populations of organisms

comprise individuals that are adapted to their conditions of existence.

1. Introduction. Evolutionary theory has two principal explananda, fit and

diversity (Lewontin 1978). By “fit” here I mean what Darwin called “those

exquisite adaptations of one part of the organisation to another part, and

to the conditions of life” (Darwin [1859]1996, 114). By “diversity” I mean

simply the distribution of biological form. Darwin’s great insight was that

fit and diversity are consequences of a single process, adaptive evolution.

Darwin argued that in order to explain adaptive evolution—and hence fit

and diversity—one must explain how populations come to comprise in-

dividual organisms so well adapted to their conditions of existence. So

Brit. J. Phil. Sci. 55 (2004), 693–712, axh406

Fitness, Probability and the

Principles of Natural Selection
Frédéric Bouchard and Alex Rosenberg

ABSTRACT

We argue that a fashionable interpretation of the theory of natural selection as a

claim exclusively about populations is mistaken. The interpretation rests on adopting

an analysis of fitness as a probabilistic propensity which cannot be substantiated,

draws parallels with thermodynamics which are without foundations, and fails to do

justice to the fundamental distinction between drift and selection. This distinction

requires a notion of fitness as a pairwise comparison between individuals taken two

at a time, and so vitiates the interpretation of the theory as one about populations

exclusively.

Introduction

There is a strong temptation to treat the theory of natural selection solely as a

claim about the ‘central tendencies’ in evolution. In the words of Sterelny and

Kitcher ([1988], p. 345): ‘evolutionary theory, like statistical mechanics, has no

use for such a fine grain of description [as the biography of each organism]: the

aim is to make clear the central tendencies in the history of evolving popula-

tions.’ Not only does such an interpretation seem to do justice to the centrality

of population genetics—a thoroughly statistical enterprise—to evolutionary

biology, but it also bids fair to solve or dissolve the long-standing problem of

explaining or explaining away ‘fitness’, and to account for the theory’s char-

acter in terms familiar from physics. In this paper we show why the temptation

must be resisted. We argue that these benefits are not obtained, and that,

moreover, the approach obscures crucial facts about the theory of natural

selection. In Section 1 we show that the probabilistic propensity account of

fitness required by the ‘central tendencies’ approach is no substitute for the

causal conception of comparative fitness as a pairwise relation between

individual organisms. In Section 2 we refute recent attempts to purge the theory

of a causal concept of fitness by interpreting the theory, along the lines of

the second law of thermodynamics, as one exclusively about ‘ensembles’.
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Natural Selection as a Population-

Level Causal Process
Roberta L. Millstein

ABSTRACT

Recent discussions in the philosophy of biology have brought into question some

fundamental assumptions regarding evolutionary processes, natural selection in par-

ticular. Some authors argue that natural selection is nothing but a population-level,

statistical consequence of lower-level events (Matthen and Ariew [2002]; Walsh et al.

[2002]). On this view, natural selection itself does not involve forces. Other authors reject

this purely statistical, population-level account for an individual-level, causal account of

natural selection (Bouchard and Rosenberg [2004]). I argue that each of these positions

is right in one way, but wrong in another; natural selection indeed takes place at the level

of populations, but it is a causal process nonetheless.

1 Introduction

2 A brief justification of population-level causality

2.1 Frequency-dependent selection

2.2 Accounts of causation

3 The montane willow leaf beetle: a causal story

4 The montane willow leaf beetle: a population-level story

4.1 Response to ‘naı̈ve individualism’

4.2 Response to ‘sophisticated individualism’

5 Conclusion

1 Introduction

Recent discussions of natural selection have given conflicting answers to a

pair of questions: first, is natural selection a causal process or is it a purely

statistical aggregation? And second, is natural selection at the population

level or at the level of individuals? Denis Walsh, Tim Lewens and André

Ariew ([2002]) and Mohan Matthen and Ariew ([2002]) (hereafter, when I

am referring to the two papers together, WALM) have argued that natural

selection is purely statistical and on the population level, whereas Frédéric

Bouchard and Alex Rosenberg ([2004]) (hereafter, BR) argue that natural

selection is causal and on the individual level. In this essay, I argue for a
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The Weismann Model 

August Weismann (1889) is widely credited with disproving the La
marckian theory of the inheritance of acquired characteristics. In one 
of his famous experiments, Weismann cut off the tails of newborn 
mice; when the mice grew up and reproduced, their ofspring had tails 
as long as their parents had had prior to surgery. These results re
mained constant over many generations. Weismann saw the same pat
tern, and the same evidence against the inheritance of acquired chanic
teristics, in the fact that circmncision over many centuries. had not 
caused boys to be bon without foreskins. He also thought that his 
theory of the continuity of the germ plasm threw further doubt. on 
the inheritance of acquired characteristics, though it is worth asking 
whether this theory was evidence against Lamarckianism (as Gould 
2002 argues) or merely assumed that Lamarckian inheritance does not 
occur. 

Our interest here is in the loic of Weismann's experiments. Regard
less of their general signiicance for Lamarckianism, they clearly pro
vided evidence that acquired taillessness in mice parents failed to cause 
taillessness in mice ofspring.' How did the experiments manage to 
perform that function? 

Weismann's theory of the continuity of the germ plasm is now con
ventionally expressed in the language of genotypes and phenotypes 
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Selection and Causation*

Mohan Matthen and André Ariew†

We have argued elsewhere that natural selection is not a cause of evolution, and that

a resolution-of-forces (or vector addition) model does not provide us with a proper

understanding of how natural selection combines with other evolutionary influences.

These propositions have come in for criticism recently, and here we clarify and defend

them. We do so within the broad framework of our own ‘hierarchical realization model’

of how evolutionary influences combine.

1. Introduction. In Matthen and Ariew 2002, we argued for the following:

(A) Natural selection is not a cause of evolution. (We are not opposed to

Darwin and the modern synthesis—quite the contrary. Rather, we

argue that the relationship envisaged by these theories is not a causal

one.)

(B) A resolution-of-forces (or vector addition) model does not provide us

with a proper understanding of how natural selection combines with

other evolutionary influences such as drift, mutation, migration, etc.

(C) Our own ‘hierarchical realization model’ offers a better understand-

ing of the interplay of these evolutionary influences.

Propositions (A) and (B) have come in for criticism recently, and our aim

in this article is to respond to these criticisms. We want to do this in a

systematic way, however, not piecemeal. Thus, we structure our replies with

an eye toward our positive view (C), which we adumbrate and extend as

we proceed.

2. Trait Variance and Causation. The first thing to do is mark the dif-

ference between (A)—the claim that natural selection is not a cause of

*Received June 2008; revised May 2009.

†To contact the authors, please write to: Mohan Matthen, Department of Philoso-

phy, University of Toronto, 170 Saint George St., Toronto, ON M5R 2M8, Canada;

e-mail: mohan.matthen@utoronto.ca. André Ariew, Department of Philosophy, 434

Strickland Hall, University of Missouri–Columbia, Columbia, MO 65211; e-mail:

ariewa@missouri.edu.
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An Explication of the Causal

Dimension of Drift
Peter Gildenhuys

ABSTRACT

Among philosophers, controversy over the notion of drift in population genetics is

ongoing. This is at least partly because the notion of drift has an ambiguous usage

among population geneticists. My goal in this paper is to explicate the causal dimension

of drift, to say what causal influences are responsible for the stochasticity in population

genetics models. It is commonplace for population genetics to oppose the influence of

selection to that of drift, and to consider how the dynamics of populations are altered

when each has greater or lesser influence. I define the causes that are referred to as drift

when researchers speak this way.

1 Introduction

2 Populations and Variant Types

3 The Cause–Effect Ambiguity of Drift

4 Non-directional Factors in Population Genetics

5 How Nev Is Used in Population Genetics

6 Causal Conceptions of Drift

6.1 The Millstein/Beatty conception of drift

6.2 Rosenberg and Bouchard: Drift as initial conditions

7 NINPICs

7.1 Why drift is instituted by NINPICs

7.2 How NINPICS work

7.3 NINPICs and random sampling

7.4 Independent sampling and effective population size

7.5 Variance in progeny number

7.6 Population effects of NINPICs

8 NINPICs and the Stochastic Character of Selection Theory

9 Conclusion

Appendix
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A New Foundation for the

Propensity Interpretation of

Fitness
Charles H. Pence and Grant Ramsey

ABSTRACT

The propensity interpretation of fitness (PIF) is commonly taken to be subject to a set

of simple counterexamples. We argue that three of the most important of these are

not counterexamples to the PIF itself, but only to the traditional mathematical

model of this propensity: fitness as expected number of offspring. They fail to

demonstrate that a new mathematical model of the PIF could not succeed where

this older model fails. We then propose a new formalization of the PIF that

avoids these (and other) counterexamples. By producing a counterexample-free model

of the PIF, we call into question one of the primary motivations for adopting the

statisticalist interpretation of fitness. In addition, this new model has the benefit of

being more closely allied with contemporary mathematical biology than the traditional

model of the PIF.

1 Introduction

1.1 The ‘Generality Problem’

1.2 Counterexamples to the PIF

1.2.1 The moments problem

1.2.2 The delayed selection problem

1.2.3 Timing of reproduction

1.3 The need for a new model

2 A New Formalization

2.1 The new model and biological theory

3 Possible Objections to F

3.1 Objection 1: Natural selection is short term

3.2 Objection 2: Descendants are only minimally related to ancestors

3.3 Objection 3: Evolutionary time scale is pragmatically determined

3.4 Objection 4: Long-term fitness is lineage fitness

3.5 Objection 5: The theory of evolution by natural selection fundamentally

concerns trait fitness, not individual fitness

Brit. J. Phil. Sci. 64 (2013), 851–881

� The Author 2013. Published by Oxford University Press on behalf of British Society for the Philosophy of Science. All rights reserved.

For Permissions, please email: journals.permissions@oup.comdoi:10.1093/bjps/axs037

Advance Access published on March 5, 2013

 by guest on N
ovem

ber 9, 2013
http://bjps.oxfordjournals.org/

D
ow

nloaded from
 



Probabilistic causation
(in fitness, selection, drift)

The Trials of Life: 
Natural Selection and Random Drift* 

Denis M. WalshtS 
University of Edinburgh 

Tim Lewens 
University of Cambridge 

Andre Anew 
University of Rhode Island 

We distinguish dynamical and statistical interpretations of evolutionary theory. We 
argue that only the statistical interpretation preserves the presumed relation between 
natural selection and drift. On these grounds we claim that the dynamical conception 
of evolutionary theory as a theory of forces is mistaken. Selection and drift are not 
forces. Nor do selection and drift explanations appeal to the (sub-population-level) 
causes of population level change. Instead they explain by appeal to the statistical 
structure of populations. We briefly discuss the implications of the statistical interpre- 
tation of selection for various debates within the philosophy of biology-the 'explan- 
anda of selection' debate and the 'units of selection' debate. 

*Received August 2001; revised March 2002. 
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TWO WAYS OF THINKING ABOUT FITNESS 
AND NATURAL SELECTION* 

he concept of fitness is, Philip Kitcher' says, "important both to 
informal presentations of evolutionary theory and to the math- 
ematical formulations of [population genetics]" (ibid., p. 50). 

He is absolutely right. The difficulty is to harmonize these very different 
ways of understanding its role. We examine here how fitness and natural 
selection relate to the other explanatory factors invoked by evolutionary 
theory. We argue that the "informal presentations" to which Kitcher 
alludes give an incoherent account of the relation. A more appropriate 
model is drawn from the statistical framework of population genetics. 
We argue that this model demands a far-reaching revision of some 
widely accepted notions of causal relations in evolution. 

I. VERNACULAR FITNESS AND PREDICTIVE FITNESS 

The two formulations of fitness are well illustrated by expositions 
given by Kitcher himself. Consider: 

The principle of variation in fitness: Organisms differ in ways that affect 
their competitive abilities. Some organisms have characteristics that 
better enable them to survive and reproduce than others (ibid., p. 38). 

* This article was originally presented before the 2001 Congress of the Canadian 
Philosophical Association, and helpfully commented on there by Wayne Myrvold. 
We acknowledge helpful discussion with Paul Bartha, Bill Harper, Andrew Irvine, 
Dick Lewontin, Patrick Maher, Joel Pust, Patrick Rysiew, Larry Shapiro, Elliott 
Sober, Michael Strevens, and Catherine Wilson. 

1 Vaulting Ambition: Sociobiology and the Quest for Human Nature (Cambridge: MIT, 
1984). Elliott Sober makes a similar distinction: "Fitness is both an ecological 
descriptor and a mathematical predictor"-"The Two Faces of Fitness," in R. Singh, 
D. Paul, C. Krimbas, and J. Beatty, eds., Thinking about Evolution: Historical, Philo- 
sophical and Political Perspectives (New York: Cambridge, forthcoming). Kitcher and 
(even more so) Sober imply that the underlying logic of these concepts is somehow 
the same, though Sober acknowledges persistent difficulties drawing them together. 
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Are Random Drift and Natural Selection Conceptually

Distinct?

ROBERTA L. MILLSTEIN
Department of Philosophy

California State University, Hayward
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Abstract. The latter half of the twentieth century has been marked by debates in evolu-

tionary biology over the relative significance of natural selection and random drift: the

so-called “neutralist/selectionist” debates. Yet John Beatty has argued that it is difficult, if not

impossible, to distinguish the concept of random drift from the concept of natural selection,

a claim that has been accepted by many philosophers of biology. If this claim is correct, then

the neutralist/selectionist debates seem at best futile, and at worst, meaningless. I reexamine

the issues that Beatty raises, and argue that random drift and natural selection, conceived as

processes, can be distinguished from one another.

Key words: Beatty, Brandon, Carson, causal relevance, chance, conceptual distinction,

discriminate sampling, evolution, Hodge, indiscriminate sampling, natural selection, neu-

tralism, outcome, probability, process, random drift, selectionism

1. Introduction

The role of random drift in twentieth century evolutionary biology has been a

turbulent one. Biologists such as Wright and Fisher disagreed over the relative

importance of random drift in the evolutionary process, with Fisher arguing

that Wright’s theory assigned too great a role to random drift. The debate

continues today, with “neutralists” such as Kimura and Crow claiming an

even larger role for random drift than Wright did, while “selectionists” such

as Ernst Mayr and Douglas Futuyma (see especially Mayr 1983 and Futuyma

1988) remain steadfast to the idea that it is natural selection that plays the

preeminent role in phenotypic evolution. According to the selectionist camp,

the role of random drift is at best a minor one. As Beatty (1984) argues, this

debate has taken place in specific contexts (over whether, for example, natural

selection or random drift is more prevalent in a particular population) as well280
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Lewens, Richard Lewontin, Elliott Sober, Kurt Schwenk and two extremely generous

referees from this journal for discussion, guidance, and valuable help with the literature.
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Fit and Diversity:

Explaining Adaptive Evolution*

Denis M. Walsh†‡

According to a prominent view of evolutionary theory, natural selection and the pro-

cesses of development compete for explanatory relevance. Natural selection theory ex-

plains the evolution of biological form insofar as it is adaptive. Development is relevant

to the explanation of form only insofar as it constrains the adaptation-promotingeffects

of selection. I argue that this view of evolutionary theory is erroneous. I outline an

alternative, according to which natural selection explains adaptive evolution by appeal

to the statistical structure of populations, and development explains the causes of adap-

tive evolution at the level of individuals. Only together can a statistical theory of selec-

tion and a mechanical theory of development explain why populations of organisms

comprise individuals that are adapted to their conditions of existence.

1. Introduction. Evolutionary theory has two principal explananda, fit and

diversity (Lewontin 1978). By “fit” here I mean what Darwin called “those

exquisite adaptations of one part of the organisation to another part, and

to the conditions of life” (Darwin [1859]1996, 114). By “diversity” I mean

simply the distribution of biological form. Darwin’s great insight was that

fit and diversity are consequences of a single process, adaptive evolution.

Darwin argued that in order to explain adaptive evolution—and hence fit

and diversity—one must explain how populations come to comprise in-

dividual organisms so well adapted to their conditions of existence. So

Brit. J. Phil. Sci. 55 (2004), 693–712, axh406

Fitness, Probability and the

Principles of Natural Selection
Frédéric Bouchard and Alex Rosenberg

ABSTRACT

We argue that a fashionable interpretation of the theory of natural selection as a

claim exclusively about populations is mistaken. The interpretation rests on adopting

an analysis of fitness as a probabilistic propensity which cannot be substantiated,

draws parallels with thermodynamics which are without foundations, and fails to do

justice to the fundamental distinction between drift and selection. This distinction

requires a notion of fitness as a pairwise comparison between individuals taken two

at a time, and so vitiates the interpretation of the theory as one about populations

exclusively.

Introduction

There is a strong temptation to treat the theory of natural selection solely as a

claim about the ‘central tendencies’ in evolution. In the words of Sterelny and

Kitcher ([1988], p. 345): ‘evolutionary theory, like statistical mechanics, has no

use for such a fine grain of description [as the biography of each organism]: the

aim is to make clear the central tendencies in the history of evolving popula-

tions.’ Not only does such an interpretation seem to do justice to the centrality

of population genetics—a thoroughly statistical enterprise—to evolutionary

biology, but it also bids fair to solve or dissolve the long-standing problem of

explaining or explaining away ‘fitness’, and to account for the theory’s char-

acter in terms familiar from physics. In this paper we show why the temptation

must be resisted. We argue that these benefits are not obtained, and that,

moreover, the approach obscures crucial facts about the theory of natural

selection. In Section 1 we show that the probabilistic propensity account of

fitness required by the ‘central tendencies’ approach is no substitute for the

causal conception of comparative fitness as a pairwise relation between

individual organisms. In Section 2 we refute recent attempts to purge the theory

of a causal concept of fitness by interpreting the theory, along the lines of

the second law of thermodynamics, as one exclusively about ‘ensembles’.
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Natural Selection as a Population-

Level Causal Process
Roberta L. Millstein

ABSTRACT

Recent discussions in the philosophy of biology have brought into question some

fundamental assumptions regarding evolutionary processes, natural selection in par-

ticular. Some authors argue that natural selection is nothing but a population-level,

statistical consequence of lower-level events (Matthen and Ariew [2002]; Walsh et al.

[2002]). On this view, natural selection itself does not involve forces. Other authors reject

this purely statistical, population-level account for an individual-level, causal account of

natural selection (Bouchard and Rosenberg [2004]). I argue that each of these positions

is right in one way, but wrong in another; natural selection indeed takes place at the level

of populations, but it is a causal process nonetheless.

1 Introduction

2 A brief justification of population-level causality

2.1 Frequency-dependent selection

2.2 Accounts of causation

3 The montane willow leaf beetle: a causal story

4 The montane willow leaf beetle: a population-level story

4.1 Response to ‘naı̈ve individualism’

4.2 Response to ‘sophisticated individualism’

5 Conclusion

1 Introduction

Recent discussions of natural selection have given conflicting answers to a

pair of questions: first, is natural selection a causal process or is it a purely

statistical aggregation? And second, is natural selection at the population

level or at the level of individuals? Denis Walsh, Tim Lewens and André

Ariew ([2002]) and Mohan Matthen and Ariew ([2002]) (hereafter, when I

am referring to the two papers together, WALM) have argued that natural

selection is purely statistical and on the population level, whereas Frédéric

Bouchard and Alex Rosenberg ([2004]) (hereafter, BR) argue that natural

selection is causal and on the individual level. In this essay, I argue for a
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The Weismann Model 

August Weismann (1889) is widely credited with disproving the La
marckian theory of the inheritance of acquired characteristics. In one 
of his famous experiments, Weismann cut off the tails of newborn 
mice; when the mice grew up and reproduced, their ofspring had tails 
as long as their parents had had prior to surgery. These results re
mained constant over many generations. Weismann saw the same pat
tern, and the same evidence against the inheritance of acquired chanic
teristics, in the fact that circmncision over many centuries. had not 
caused boys to be bon without foreskins. He also thought that his 
theory of the continuity of the germ plasm threw further doubt. on 
the inheritance of acquired characteristics, though it is worth asking 
whether this theory was evidence against Lamarckianism (as Gould 
2002 argues) or merely assumed that Lamarckian inheritance does not 
occur. 

Our interest here is in the loic of Weismann's experiments. Regard
less of their general signiicance for Lamarckianism, they clearly pro
vided evidence that acquired taillessness in mice parents failed to cause 
taillessness in mice ofspring.' How did the experiments manage to 
perform that function? 

Weismann's theory of the continuity of the germ plasm is now con
ventionally expressed in the language of genotypes and phenotypes 
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Mohan Matthen and André Ariew†

We have argued elsewhere that natural selection is not a cause of evolution, and that

a resolution-of-forces (or vector addition) model does not provide us with a proper

understanding of how natural selection combines with other evolutionary influences.

These propositions have come in for criticism recently, and here we clarify and defend

them. We do so within the broad framework of our own ‘hierarchical realization model’

of how evolutionary influences combine.

1. Introduction. In Matthen and Ariew 2002, we argued for the following:

(A) Natural selection is not a cause of evolution. (We are not opposed to

Darwin and the modern synthesis—quite the contrary. Rather, we

argue that the relationship envisaged by these theories is not a causal

one.)

(B) A resolution-of-forces (or vector addition) model does not provide us

with a proper understanding of how natural selection combines with

other evolutionary influences such as drift, mutation, migration, etc.

(C) Our own ‘hierarchical realization model’ offers a better understand-

ing of the interplay of these evolutionary influences.

Propositions (A) and (B) have come in for criticism recently, and our aim

in this article is to respond to these criticisms. We want to do this in a

systematic way, however, not piecemeal. Thus, we structure our replies with

an eye toward our positive view (C), which we adumbrate and extend as

we proceed.

2. Trait Variance and Causation. The first thing to do is mark the dif-

ference between (A)—the claim that natural selection is not a cause of
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ABSTRACT

Among philosophers, controversy over the notion of drift in population genetics is

ongoing. This is at least partly because the notion of drift has an ambiguous usage

among population geneticists. My goal in this paper is to explicate the causal dimension

of drift, to say what causal influences are responsible for the stochasticity in population

genetics models. It is commonplace for population genetics to oppose the influence of

selection to that of drift, and to consider how the dynamics of populations are altered

when each has greater or lesser influence. I define the causes that are referred to as drift

when researchers speak this way.
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ABSTRACT

The propensity interpretation of fitness (PIF) is commonly taken to be subject to a set

of simple counterexamples. We argue that three of the most important of these are

not counterexamples to the PIF itself, but only to the traditional mathematical

model of this propensity: fitness as expected number of offspring. They fail to

demonstrate that a new mathematical model of the PIF could not succeed where

this older model fails. We then propose a new formalization of the PIF that

avoids these (and other) counterexamples. By producing a counterexample-free model

of the PIF, we call into question one of the primary motivations for adopting the

statisticalist interpretation of fitness. In addition, this new model has the benefit of

being more closely allied with contemporary mathematical biology than the traditional

model of the PIF.

1 Introduction

1.1 The ‘Generality Problem’

1.2 Counterexamples to the PIF

1.2.1 The moments problem

1.2.2 The delayed selection problem

1.2.3 Timing of reproduction

1.3 The need for a new model

2 A New Formalization

2.1 The new model and biological theory

3 Possible Objections to F

3.1 Objection 1: Natural selection is short term

3.2 Objection 2: Descendants are only minimally related to ancestors

3.3 Objection 3: Evolutionary time scale is pragmatically determined

3.4 Objection 4: Long-term fitness is lineage fitness

3.5 Objection 5: The theory of evolution by natural selection fundamentally

concerns trait fitness, not individual fitness
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� The Author 2013. Published by Oxford University Press on behalf of British Society for the Philosophy of Science. All rights reserved.

For Permissions, please email: journals.permissions@oup.comdoi:10.1093/bjps/axs037

Advance Access published on March 5, 2013

 by guest on N
ovem

ber 9, 2013
http://bjps.oxfordjournals.org/

D
ow

nloaded from
 



Probabilistic causation
(in fitness, selection, drift)

The Trials of Life: 
Natural Selection and Random Drift* 

Denis M. WalshtS 
University of Edinburgh 

Tim Lewens 
University of Cambridge 

Andre Anew 
University of Rhode Island 

We distinguish dynamical and statistical interpretations of evolutionary theory. We 
argue that only the statistical interpretation preserves the presumed relation between 
natural selection and drift. On these grounds we claim that the dynamical conception 
of evolutionary theory as a theory of forces is mistaken. Selection and drift are not 
forces. Nor do selection and drift explanations appeal to the (sub-population-level) 
causes of population level change. Instead they explain by appeal to the statistical 
structure of populations. We briefly discuss the implications of the statistical interpre- 
tation of selection for various debates within the philosophy of biology-the 'explan- 
anda of selection' debate and the 'units of selection' debate. 

*Received August 2001; revised March 2002. 
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Stars Bakery in Providence, Rhode Island for all the coffee and for not minding all the 
noise. We reserve especial thanks to R. C. Lewontin, for inspiration, hospitality, and 
support. Some of the ideas in this paper converge on those expressed in Matthen and 
Ariew (2002). These were developed largely independently. 
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TWO WAYS OF THINKING ABOUT FITNESS 
AND NATURAL SELECTION* 

he concept of fitness is, Philip Kitcher' says, "important both to 
informal presentations of evolutionary theory and to the math- 
ematical formulations of [population genetics]" (ibid., p. 50). 

He is absolutely right. The difficulty is to harmonize these very different 
ways of understanding its role. We examine here how fitness and natural 
selection relate to the other explanatory factors invoked by evolutionary 
theory. We argue that the "informal presentations" to which Kitcher 
alludes give an incoherent account of the relation. A more appropriate 
model is drawn from the statistical framework of population genetics. 
We argue that this model demands a far-reaching revision of some 
widely accepted notions of causal relations in evolution. 

I. VERNACULAR FITNESS AND PREDICTIVE FITNESS 

The two formulations of fitness are well illustrated by expositions 
given by Kitcher himself. Consider: 

The principle of variation in fitness: Organisms differ in ways that affect 
their competitive abilities. Some organisms have characteristics that 
better enable them to survive and reproduce than others (ibid., p. 38). 

* This article was originally presented before the 2001 Congress of the Canadian 
Philosophical Association, and helpfully commented on there by Wayne Myrvold. 
We acknowledge helpful discussion with Paul Bartha, Bill Harper, Andrew Irvine, 
Dick Lewontin, Patrick Maher, Joel Pust, Patrick Rysiew, Larry Shapiro, Elliott 
Sober, Michael Strevens, and Catherine Wilson. 

1 Vaulting Ambition: Sociobiology and the Quest for Human Nature (Cambridge: MIT, 
1984). Elliott Sober makes a similar distinction: "Fitness is both an ecological 
descriptor and a mathematical predictor"-"The Two Faces of Fitness," in R. Singh, 
D. Paul, C. Krimbas, and J. Beatty, eds., Thinking about Evolution: Historical, Philo- 
sophical and Political Perspectives (New York: Cambridge, forthcoming). Kitcher and 
(even more so) Sober imply that the underlying logic of these concepts is somehow 
the same, though Sober acknowledges persistent difficulties drawing them together. 
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Are Random Drift and Natural Selection Conceptually

Distinct?

ROBERTA L. MILLSTEIN
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California State University, Hayward

25800 Carlos Bee Blvd.

Hayward, CA 94542-3056
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E-mail: rmillstein@csuhayward.edu

Abstract. The latter half of the twentieth century has been marked by debates in evolu-

tionary biology over the relative significance of natural selection and random drift: the

so-called “neutralist/selectionist” debates. Yet John Beatty has argued that it is difficult, if not

impossible, to distinguish the concept of random drift from the concept of natural selection,

a claim that has been accepted by many philosophers of biology. If this claim is correct, then

the neutralist/selectionist debates seem at best futile, and at worst, meaningless. I reexamine

the issues that Beatty raises, and argue that random drift and natural selection, conceived as

processes, can be distinguished from one another.

Key words: Beatty, Brandon, Carson, causal relevance, chance, conceptual distinction,

discriminate sampling, evolution, Hodge, indiscriminate sampling, natural selection, neu-

tralism, outcome, probability, process, random drift, selectionism

1. Introduction

The role of random drift in twentieth century evolutionary biology has been a

turbulent one. Biologists such as Wright and Fisher disagreed over the relative

importance of random drift in the evolutionary process, with Fisher arguing

that Wright’s theory assigned too great a role to random drift. The debate

continues today, with “neutralists” such as Kimura and Crow claiming an

even larger role for random drift than Wright did, while “selectionists” such

as Ernst Mayr and Douglas Futuyma (see especially Mayr 1983 and Futuyma

1988) remain steadfast to the idea that it is natural selection that plays the

preeminent role in phenotypic evolution. According to the selectionist camp,

the role of random drift is at best a minor one. As Beatty (1984) argues, this

debate has taken place in specific contexts (over whether, for example, natural

selection or random drift is more prevalent in a particular population) as well280

*Received May 2002, Revised January 2003.

†To contact the author, write School of Philosophy, Psychology and Language Sci-

ences, University of Edinburgh, David Hume Tower, George Square, Edinburgh, Scot-

land, EH8 9JX; e-mail: d.walsh@ed.ac.uk.

‡This paper grew up in public. I wish to thank audiences at Stirling, IUCN Dubrovnik,

BSPS London, Storrs Connecticut, Wisconsin-Madison, ISHPSSB Quinnipiac, and the

London-Pitt Philosophy of Science Workshop, London. I would particularly like to

express my gratitude to André Ariew, Jessica Bolker, Jon Hodge, Deborah Kohn, Tim

Lewens, Richard Lewontin, Elliott Sober, Kurt Schwenk and two extremely generous

referees from this journal for discussion, guidance, and valuable help with the literature.
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Fit and Diversity:

Explaining Adaptive Evolution*

Denis M. Walsh†‡

According to a prominent view of evolutionary theory, natural selection and the pro-

cesses of development compete for explanatory relevance. Natural selection theory ex-

plains the evolution of biological form insofar as it is adaptive. Development is relevant

to the explanation of form only insofar as it constrains the adaptation-promotingeffects

of selection. I argue that this view of evolutionary theory is erroneous. I outline an

alternative, according to which natural selection explains adaptive evolution by appeal

to the statistical structure of populations, and development explains the causes of adap-

tive evolution at the level of individuals. Only together can a statistical theory of selec-

tion and a mechanical theory of development explain why populations of organisms

comprise individuals that are adapted to their conditions of existence.

1. Introduction. Evolutionary theory has two principal explananda, fit and

diversity (Lewontin 1978). By “fit” here I mean what Darwin called “those

exquisite adaptations of one part of the organisation to another part, and

to the conditions of life” (Darwin [1859]1996, 114). By “diversity” I mean

simply the distribution of biological form. Darwin’s great insight was that

fit and diversity are consequences of a single process, adaptive evolution.

Darwin argued that in order to explain adaptive evolution—and hence fit

and diversity—one must explain how populations come to comprise in-

dividual organisms so well adapted to their conditions of existence. So

Brit. J. Phil. Sci. 55 (2004), 693–712, axh406

Fitness, Probability and the

Principles of Natural Selection
Frédéric Bouchard and Alex Rosenberg

ABSTRACT

We argue that a fashionable interpretation of the theory of natural selection as a

claim exclusively about populations is mistaken. The interpretation rests on adopting

an analysis of fitness as a probabilistic propensity which cannot be substantiated,

draws parallels with thermodynamics which are without foundations, and fails to do

justice to the fundamental distinction between drift and selection. This distinction

requires a notion of fitness as a pairwise comparison between individuals taken two

at a time, and so vitiates the interpretation of the theory as one about populations

exclusively.

Introduction

There is a strong temptation to treat the theory of natural selection solely as a

claim about the ‘central tendencies’ in evolution. In the words of Sterelny and

Kitcher ([1988], p. 345): ‘evolutionary theory, like statistical mechanics, has no

use for such a fine grain of description [as the biography of each organism]: the

aim is to make clear the central tendencies in the history of evolving popula-

tions.’ Not only does such an interpretation seem to do justice to the centrality

of population genetics—a thoroughly statistical enterprise—to evolutionary

biology, but it also bids fair to solve or dissolve the long-standing problem of

explaining or explaining away ‘fitness’, and to account for the theory’s char-

acter in terms familiar from physics. In this paper we show why the temptation

must be resisted. We argue that these benefits are not obtained, and that,

moreover, the approach obscures crucial facts about the theory of natural

selection. In Section 1 we show that the probabilistic propensity account of

fitness required by the ‘central tendencies’ approach is no substitute for the

causal conception of comparative fitness as a pairwise relation between

individual organisms. In Section 2 we refute recent attempts to purge the theory

of a causal concept of fitness by interpreting the theory, along the lines of

the second law of thermodynamics, as one exclusively about ‘ensembles’.

# British Society for the Philosophy of Science 2004

Brit. J. Phil. Sci. 57 (2006), 627–653

Natural Selection as a Population-

Level Causal Process
Roberta L. Millstein

ABSTRACT

Recent discussions in the philosophy of biology have brought into question some

fundamental assumptions regarding evolutionary processes, natural selection in par-

ticular. Some authors argue that natural selection is nothing but a population-level,

statistical consequence of lower-level events (Matthen and Ariew [2002]; Walsh et al.

[2002]). On this view, natural selection itself does not involve forces. Other authors reject

this purely statistical, population-level account for an individual-level, causal account of

natural selection (Bouchard and Rosenberg [2004]). I argue that each of these positions

is right in one way, but wrong in another; natural selection indeed takes place at the level

of populations, but it is a causal process nonetheless.

1 Introduction

2 A brief justification of population-level causality

2.1 Frequency-dependent selection

2.2 Accounts of causation

3 The montane willow leaf beetle: a causal story

4 The montane willow leaf beetle: a population-level story

4.1 Response to ‘naı̈ve individualism’

4.2 Response to ‘sophisticated individualism’

5 Conclusion

1 Introduction

Recent discussions of natural selection have given conflicting answers to a

pair of questions: first, is natural selection a causal process or is it a purely

statistical aggregation? And second, is natural selection at the population

level or at the level of individuals? Denis Walsh, Tim Lewens and André

Ariew ([2002]) and Mohan Matthen and Ariew ([2002]) (hereafter, when I

am referring to the two papers together, WALM) have argued that natural

selection is purely statistical and on the population level, whereas Frédéric

Bouchard and Alex Rosenberg ([2004]) (hereafter, BR) argue that natural

selection is causal and on the individual level. In this essay, I argue for a

� The Author (2006). Published by Oxford University Press on behalf of British Society for the Philosophy of Science. All rights reserved.
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The Weismann Model 

August Weismann (1889) is widely credited with disproving the La
marckian theory of the inheritance of acquired characteristics. In one 
of his famous experiments, Weismann cut off the tails of newborn 
mice; when the mice grew up and reproduced, their ofspring had tails 
as long as their parents had had prior to surgery. These results re
mained constant over many generations. Weismann saw the same pat
tern, and the same evidence against the inheritance of acquired chanic
teristics, in the fact that circmncision over many centuries. had not 
caused boys to be bon without foreskins. He also thought that his 
theory of the continuity of the germ plasm threw further doubt. on 
the inheritance of acquired characteristics, though it is worth asking 
whether this theory was evidence against Lamarckianism (as Gould 
2002 argues) or merely assumed that Lamarckian inheritance does not 
occur. 

Our interest here is in the loic of Weismann's experiments. Regard
less of their general signiicance for Lamarckianism, they clearly pro
vided evidence that acquired taillessness in mice parents failed to cause 
taillessness in mice ofspring.' How did the experiments manage to 
perform that function? 

Weismann's theory of the continuity of the germ plasm is now con
ventionally expressed in the language of genotypes and phenotypes 
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Selection and Causation*

Mohan Matthen and André Ariew†

We have argued elsewhere that natural selection is not a cause of evolution, and that

a resolution-of-forces (or vector addition) model does not provide us with a proper

understanding of how natural selection combines with other evolutionary influences.

These propositions have come in for criticism recently, and here we clarify and defend

them. We do so within the broad framework of our own ‘hierarchical realization model’

of how evolutionary influences combine.

1. Introduction. In Matthen and Ariew 2002, we argued for the following:

(A) Natural selection is not a cause of evolution. (We are not opposed to

Darwin and the modern synthesis—quite the contrary. Rather, we

argue that the relationship envisaged by these theories is not a causal

one.)

(B) A resolution-of-forces (or vector addition) model does not provide us

with a proper understanding of how natural selection combines with

other evolutionary influences such as drift, mutation, migration, etc.

(C) Our own ‘hierarchical realization model’ offers a better understand-

ing of the interplay of these evolutionary influences.

Propositions (A) and (B) have come in for criticism recently, and our aim

in this article is to respond to these criticisms. We want to do this in a

systematic way, however, not piecemeal. Thus, we structure our replies with

an eye toward our positive view (C), which we adumbrate and extend as

we proceed.

2. Trait Variance and Causation. The first thing to do is mark the dif-

ference between (A)—the claim that natural selection is not a cause of

*Received June 2008; revised May 2009.

†To contact the authors, please write to: Mohan Matthen, Department of Philoso-

phy, University of Toronto, 170 Saint George St., Toronto, ON M5R 2M8, Canada;

e-mail: mohan.matthen@utoronto.ca. André Ariew, Department of Philosophy, 434

Strickland Hall, University of Missouri–Columbia, Columbia, MO 65211; e-mail:

ariewa@missouri.edu.
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An Explication of the Causal

Dimension of Drift
Peter Gildenhuys

ABSTRACT

Among philosophers, controversy over the notion of drift in population genetics is

ongoing. This is at least partly because the notion of drift has an ambiguous usage

among population geneticists. My goal in this paper is to explicate the causal dimension

of drift, to say what causal influences are responsible for the stochasticity in population

genetics models. It is commonplace for population genetics to oppose the influence of

selection to that of drift, and to consider how the dynamics of populations are altered

when each has greater or lesser influence. I define the causes that are referred to as drift

when researchers speak this way.

1 Introduction

2 Populations and Variant Types

3 The Cause–Effect Ambiguity of Drift

4 Non-directional Factors in Population Genetics

5 How Nev Is Used in Population Genetics

6 Causal Conceptions of Drift

6.1 The Millstein/Beatty conception of drift

6.2 Rosenberg and Bouchard: Drift as initial conditions

7 NINPICs

7.1 Why drift is instituted by NINPICs

7.2 How NINPICS work

7.3 NINPICs and random sampling

7.4 Independent sampling and effective population size

7.5 Variance in progeny number

7.6 Population effects of NINPICs

8 NINPICs and the Stochastic Character of Selection Theory

9 Conclusion

Appendix
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A New Foundation for the

Propensity Interpretation of

Fitness
Charles H. Pence and Grant Ramsey

ABSTRACT

The propensity interpretation of fitness (PIF) is commonly taken to be subject to a set

of simple counterexamples. We argue that three of the most important of these are

not counterexamples to the PIF itself, but only to the traditional mathematical

model of this propensity: fitness as expected number of offspring. They fail to

demonstrate that a new mathematical model of the PIF could not succeed where

this older model fails. We then propose a new formalization of the PIF that

avoids these (and other) counterexamples. By producing a counterexample-free model

of the PIF, we call into question one of the primary motivations for adopting the

statisticalist interpretation of fitness. In addition, this new model has the benefit of

being more closely allied with contemporary mathematical biology than the traditional

model of the PIF.

1 Introduction

1.1 The ‘Generality Problem’

1.2 Counterexamples to the PIF

1.2.1 The moments problem

1.2.2 The delayed selection problem

1.2.3 Timing of reproduction

1.3 The need for a new model

2 A New Formalization

2.1 The new model and biological theory

3 Possible Objections to F

3.1 Objection 1: Natural selection is short term

3.2 Objection 2: Descendants are only minimally related to ancestors

3.3 Objection 3: Evolutionary time scale is pragmatically determined

3.4 Objection 4: Long-term fitness is lineage fitness

3.5 Objection 5: The theory of evolution by natural selection fundamentally

concerns trait fitness, not individual fitness
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(in fitness, selection, drift)

The Trials of Life: 
Natural Selection and Random Drift* 

Denis M. WalshtS 
University of Edinburgh 

Tim Lewens 
University of Cambridge 

Andre Anew 
University of Rhode Island 

We distinguish dynamical and statistical interpretations of evolutionary theory. We 
argue that only the statistical interpretation preserves the presumed relation between 
natural selection and drift. On these grounds we claim that the dynamical conception 
of evolutionary theory as a theory of forces is mistaken. Selection and drift are not 
forces. Nor do selection and drift explanations appeal to the (sub-population-level) 
causes of population level change. Instead they explain by appeal to the statistical 
structure of populations. We briefly discuss the implications of the statistical interpre- 
tation of selection for various debates within the philosophy of biology-the 'explan- 
anda of selection' debate and the 'units of selection' debate. 

*Received August 2001; revised March 2002. 
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TWO WAYS OF THINKING ABOUT FITNESS 
AND NATURAL SELECTION* 

he concept of fitness is, Philip Kitcher' says, "important both to 
informal presentations of evolutionary theory and to the math- 
ematical formulations of [population genetics]" (ibid., p. 50). 

He is absolutely right. The difficulty is to harmonize these very different 
ways of understanding its role. We examine here how fitness and natural 
selection relate to the other explanatory factors invoked by evolutionary 
theory. We argue that the "informal presentations" to which Kitcher 
alludes give an incoherent account of the relation. A more appropriate 
model is drawn from the statistical framework of population genetics. 
We argue that this model demands a far-reaching revision of some 
widely accepted notions of causal relations in evolution. 

I. VERNACULAR FITNESS AND PREDICTIVE FITNESS 

The two formulations of fitness are well illustrated by expositions 
given by Kitcher himself. Consider: 

The principle of variation in fitness: Organisms differ in ways that affect 
their competitive abilities. Some organisms have characteristics that 
better enable them to survive and reproduce than others (ibid., p. 38). 

* This article was originally presented before the 2001 Congress of the Canadian 
Philosophical Association, and helpfully commented on there by Wayne Myrvold. 
We acknowledge helpful discussion with Paul Bartha, Bill Harper, Andrew Irvine, 
Dick Lewontin, Patrick Maher, Joel Pust, Patrick Rysiew, Larry Shapiro, Elliott 
Sober, Michael Strevens, and Catherine Wilson. 

1 Vaulting Ambition: Sociobiology and the Quest for Human Nature (Cambridge: MIT, 
1984). Elliott Sober makes a similar distinction: "Fitness is both an ecological 
descriptor and a mathematical predictor"-"The Two Faces of Fitness," in R. Singh, 
D. Paul, C. Krimbas, and J. Beatty, eds., Thinking about Evolution: Historical, Philo- 
sophical and Political Perspectives (New York: Cambridge, forthcoming). Kitcher and 
(even more so) Sober imply that the underlying logic of these concepts is somehow 
the same, though Sober acknowledges persistent difficulties drawing them together. 
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Abstract. The latter half of the twentieth century has been marked by debates in evolu-

tionary biology over the relative significance of natural selection and random drift: the

so-called “neutralist/selectionist” debates. Yet John Beatty has argued that it is difficult, if not

impossible, to distinguish the concept of random drift from the concept of natural selection,

a claim that has been accepted by many philosophers of biology. If this claim is correct, then

the neutralist/selectionist debates seem at best futile, and at worst, meaningless. I reexamine

the issues that Beatty raises, and argue that random drift and natural selection, conceived as

processes, can be distinguished from one another.

Key words: Beatty, Brandon, Carson, causal relevance, chance, conceptual distinction,

discriminate sampling, evolution, Hodge, indiscriminate sampling, natural selection, neu-

tralism, outcome, probability, process, random drift, selectionism

1. Introduction

The role of random drift in twentieth century evolutionary biology has been a

turbulent one. Biologists such as Wright and Fisher disagreed over the relative

importance of random drift in the evolutionary process, with Fisher arguing

that Wright’s theory assigned too great a role to random drift. The debate

continues today, with “neutralists” such as Kimura and Crow claiming an

even larger role for random drift than Wright did, while “selectionists” such

as Ernst Mayr and Douglas Futuyma (see especially Mayr 1983 and Futuyma

1988) remain steadfast to the idea that it is natural selection that plays the

preeminent role in phenotypic evolution. According to the selectionist camp,

the role of random drift is at best a minor one. As Beatty (1984) argues, this

debate has taken place in specific contexts (over whether, for example, natural

selection or random drift is more prevalent in a particular population) as well280
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Lewens, Richard Lewontin, Elliott Sober, Kurt Schwenk and two extremely generous

referees from this journal for discussion, guidance, and valuable help with the literature.
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Fit and Diversity:

Explaining Adaptive Evolution*

Denis M. Walsh†‡

According to a prominent view of evolutionary theory, natural selection and the pro-

cesses of development compete for explanatory relevance. Natural selection theory ex-

plains the evolution of biological form insofar as it is adaptive. Development is relevant

to the explanation of form only insofar as it constrains the adaptation-promotingeffects

of selection. I argue that this view of evolutionary theory is erroneous. I outline an

alternative, according to which natural selection explains adaptive evolution by appeal

to the statistical structure of populations, and development explains the causes of adap-

tive evolution at the level of individuals. Only together can a statistical theory of selec-

tion and a mechanical theory of development explain why populations of organisms

comprise individuals that are adapted to their conditions of existence.

1. Introduction. Evolutionary theory has two principal explananda, fit and

diversity (Lewontin 1978). By “fit” here I mean what Darwin called “those

exquisite adaptations of one part of the organisation to another part, and

to the conditions of life” (Darwin [1859]1996, 114). By “diversity” I mean

simply the distribution of biological form. Darwin’s great insight was that

fit and diversity are consequences of a single process, adaptive evolution.

Darwin argued that in order to explain adaptive evolution—and hence fit

and diversity—one must explain how populations come to comprise in-

dividual organisms so well adapted to their conditions of existence. So

Brit. J. Phil. Sci. 55 (2004), 693–712, axh406

Fitness, Probability and the

Principles of Natural Selection
Frédéric Bouchard and Alex Rosenberg

ABSTRACT

We argue that a fashionable interpretation of the theory of natural selection as a

claim exclusively about populations is mistaken. The interpretation rests on adopting

an analysis of fitness as a probabilistic propensity which cannot be substantiated,

draws parallels with thermodynamics which are without foundations, and fails to do

justice to the fundamental distinction between drift and selection. This distinction

requires a notion of fitness as a pairwise comparison between individuals taken two

at a time, and so vitiates the interpretation of the theory as one about populations

exclusively.

Introduction

There is a strong temptation to treat the theory of natural selection solely as a

claim about the ‘central tendencies’ in evolution. In the words of Sterelny and

Kitcher ([1988], p. 345): ‘evolutionary theory, like statistical mechanics, has no

use for such a fine grain of description [as the biography of each organism]: the

aim is to make clear the central tendencies in the history of evolving popula-

tions.’ Not only does such an interpretation seem to do justice to the centrality

of population genetics—a thoroughly statistical enterprise—to evolutionary

biology, but it also bids fair to solve or dissolve the long-standing problem of

explaining or explaining away ‘fitness’, and to account for the theory’s char-

acter in terms familiar from physics. In this paper we show why the temptation

must be resisted. We argue that these benefits are not obtained, and that,

moreover, the approach obscures crucial facts about the theory of natural

selection. In Section 1 we show that the probabilistic propensity account of

fitness required by the ‘central tendencies’ approach is no substitute for the

causal conception of comparative fitness as a pairwise relation between

individual organisms. In Section 2 we refute recent attempts to purge the theory

of a causal concept of fitness by interpreting the theory, along the lines of

the second law of thermodynamics, as one exclusively about ‘ensembles’.
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Natural Selection as a Population-

Level Causal Process
Roberta L. Millstein

ABSTRACT

Recent discussions in the philosophy of biology have brought into question some

fundamental assumptions regarding evolutionary processes, natural selection in par-

ticular. Some authors argue that natural selection is nothing but a population-level,

statistical consequence of lower-level events (Matthen and Ariew [2002]; Walsh et al.

[2002]). On this view, natural selection itself does not involve forces. Other authors reject

this purely statistical, population-level account for an individual-level, causal account of

natural selection (Bouchard and Rosenberg [2004]). I argue that each of these positions

is right in one way, but wrong in another; natural selection indeed takes place at the level

of populations, but it is a causal process nonetheless.

1 Introduction

2 A brief justification of population-level causality

2.1 Frequency-dependent selection

2.2 Accounts of causation

3 The montane willow leaf beetle: a causal story

4 The montane willow leaf beetle: a population-level story

4.1 Response to ‘naı̈ve individualism’

4.2 Response to ‘sophisticated individualism’

5 Conclusion

1 Introduction

Recent discussions of natural selection have given conflicting answers to a

pair of questions: first, is natural selection a causal process or is it a purely

statistical aggregation? And second, is natural selection at the population

level or at the level of individuals? Denis Walsh, Tim Lewens and André

Ariew ([2002]) and Mohan Matthen and Ariew ([2002]) (hereafter, when I

am referring to the two papers together, WALM) have argued that natural

selection is purely statistical and on the population level, whereas Frédéric

Bouchard and Alex Rosenberg ([2004]) (hereafter, BR) argue that natural

selection is causal and on the individual level. In this essay, I argue for a
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The Weismann Model 

August Weismann (1889) is widely credited with disproving the La
marckian theory of the inheritance of acquired characteristics. In one 
of his famous experiments, Weismann cut off the tails of newborn 
mice; when the mice grew up and reproduced, their ofspring had tails 
as long as their parents had had prior to surgery. These results re
mained constant over many generations. Weismann saw the same pat
tern, and the same evidence against the inheritance of acquired chanic
teristics, in the fact that circmncision over many centuries. had not 
caused boys to be bon without foreskins. He also thought that his 
theory of the continuity of the germ plasm threw further doubt. on 
the inheritance of acquired characteristics, though it is worth asking 
whether this theory was evidence against Lamarckianism (as Gould 
2002 argues) or merely assumed that Lamarckian inheritance does not 
occur. 

Our interest here is in the loic of Weismann's experiments. Regard
less of their general signiicance for Lamarckianism, they clearly pro
vided evidence that acquired taillessness in mice parents failed to cause 
taillessness in mice ofspring.' How did the experiments manage to 
perform that function? 

Weismann's theory of the continuity of the germ plasm is now con
ventionally expressed in the language of genotypes and phenotypes 
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Selection and Causation*

Mohan Matthen and André Ariew†

We have argued elsewhere that natural selection is not a cause of evolution, and that

a resolution-of-forces (or vector addition) model does not provide us with a proper

understanding of how natural selection combines with other evolutionary influences.

These propositions have come in for criticism recently, and here we clarify and defend

them. We do so within the broad framework of our own ‘hierarchical realization model’

of how evolutionary influences combine.

1. Introduction. In Matthen and Ariew 2002, we argued for the following:

(A) Natural selection is not a cause of evolution. (We are not opposed to

Darwin and the modern synthesis—quite the contrary. Rather, we

argue that the relationship envisaged by these theories is not a causal

one.)

(B) A resolution-of-forces (or vector addition) model does not provide us

with a proper understanding of how natural selection combines with

other evolutionary influences such as drift, mutation, migration, etc.

(C) Our own ‘hierarchical realization model’ offers a better understand-

ing of the interplay of these evolutionary influences.

Propositions (A) and (B) have come in for criticism recently, and our aim

in this article is to respond to these criticisms. We want to do this in a

systematic way, however, not piecemeal. Thus, we structure our replies with

an eye toward our positive view (C), which we adumbrate and extend as

we proceed.

2. Trait Variance and Causation. The first thing to do is mark the dif-

ference between (A)—the claim that natural selection is not a cause of

*Received June 2008; revised May 2009.
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phy, University of Toronto, 170 Saint George St., Toronto, ON M5R 2M8, Canada;

e-mail: mohan.matthen@utoronto.ca. André Ariew, Department of Philosophy, 434

Strickland Hall, University of Missouri–Columbia, Columbia, MO 65211; e-mail:

ariewa@missouri.edu.
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An Explication of the Causal

Dimension of Drift
Peter Gildenhuys

ABSTRACT

Among philosophers, controversy over the notion of drift in population genetics is

ongoing. This is at least partly because the notion of drift has an ambiguous usage

among population geneticists. My goal in this paper is to explicate the causal dimension

of drift, to say what causal influences are responsible for the stochasticity in population

genetics models. It is commonplace for population genetics to oppose the influence of

selection to that of drift, and to consider how the dynamics of populations are altered

when each has greater or lesser influence. I define the causes that are referred to as drift

when researchers speak this way.

1 Introduction

2 Populations and Variant Types

3 The Cause–Effect Ambiguity of Drift

4 Non-directional Factors in Population Genetics

5 How Nev Is Used in Population Genetics

6 Causal Conceptions of Drift

6.1 The Millstein/Beatty conception of drift

6.2 Rosenberg and Bouchard: Drift as initial conditions

7 NINPICs

7.1 Why drift is instituted by NINPICs

7.2 How NINPICS work

7.3 NINPICs and random sampling

7.4 Independent sampling and effective population size

7.5 Variance in progeny number

7.6 Population effects of NINPICs

8 NINPICs and the Stochastic Character of Selection Theory

9 Conclusion

Appendix
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A New Foundation for the

Propensity Interpretation of

Fitness
Charles H. Pence and Grant Ramsey

ABSTRACT

The propensity interpretation of fitness (PIF) is commonly taken to be subject to a set

of simple counterexamples. We argue that three of the most important of these are

not counterexamples to the PIF itself, but only to the traditional mathematical

model of this propensity: fitness as expected number of offspring. They fail to

demonstrate that a new mathematical model of the PIF could not succeed where

this older model fails. We then propose a new formalization of the PIF that

avoids these (and other) counterexamples. By producing a counterexample-free model

of the PIF, we call into question one of the primary motivations for adopting the

statisticalist interpretation of fitness. In addition, this new model has the benefit of

being more closely allied with contemporary mathematical biology than the traditional

model of the PIF.

1 Introduction

1.1 The ‘Generality Problem’

1.2 Counterexamples to the PIF

1.2.1 The moments problem

1.2.2 The delayed selection problem

1.2.3 Timing of reproduction

1.3 The need for a new model

2 A New Formalization

2.1 The new model and biological theory

3 Possible Objections to F

3.1 Objection 1: Natural selection is short term

3.2 Objection 2: Descendants are only minimally related to ancestors

3.3 Objection 3: Evolutionary time scale is pragmatically determined

3.4 Objection 4: Long-term fitness is lineage fitness

3.5 Objection 5: The theory of evolution by natural selection fundamentally

concerns trait fitness, not individual fitness
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Probabilistic causation
(in fitness, selection, drift)

The Trials of Life: 
Natural Selection and Random Drift* 

Denis M. WalshtS 
University of Edinburgh 

Tim Lewens 
University of Cambridge 

Andre Anew 
University of Rhode Island 

We distinguish dynamical and statistical interpretations of evolutionary theory. We 
argue that only the statistical interpretation preserves the presumed relation between 
natural selection and drift. On these grounds we claim that the dynamical conception 
of evolutionary theory as a theory of forces is mistaken. Selection and drift are not 
forces. Nor do selection and drift explanations appeal to the (sub-population-level) 
causes of population level change. Instead they explain by appeal to the statistical 
structure of populations. We briefly discuss the implications of the statistical interpre- 
tation of selection for various debates within the philosophy of biology-the 'explan- 
anda of selection' debate and the 'units of selection' debate. 

*Received August 2001; revised March 2002. 
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TWO WAYS OF THINKING ABOUT FITNESS 
AND NATURAL SELECTION* 

he concept of fitness is, Philip Kitcher' says, "important both to 
informal presentations of evolutionary theory and to the math- 
ematical formulations of [population genetics]" (ibid., p. 50). 

He is absolutely right. The difficulty is to harmonize these very different 
ways of understanding its role. We examine here how fitness and natural 
selection relate to the other explanatory factors invoked by evolutionary 
theory. We argue that the "informal presentations" to which Kitcher 
alludes give an incoherent account of the relation. A more appropriate 
model is drawn from the statistical framework of population genetics. 
We argue that this model demands a far-reaching revision of some 
widely accepted notions of causal relations in evolution. 

I. VERNACULAR FITNESS AND PREDICTIVE FITNESS 

The two formulations of fitness are well illustrated by expositions 
given by Kitcher himself. Consider: 

The principle of variation in fitness: Organisms differ in ways that affect 
their competitive abilities. Some organisms have characteristics that 
better enable them to survive and reproduce than others (ibid., p. 38). 

* This article was originally presented before the 2001 Congress of the Canadian 
Philosophical Association, and helpfully commented on there by Wayne Myrvold. 
We acknowledge helpful discussion with Paul Bartha, Bill Harper, Andrew Irvine, 
Dick Lewontin, Patrick Maher, Joel Pust, Patrick Rysiew, Larry Shapiro, Elliott 
Sober, Michael Strevens, and Catherine Wilson. 

1 Vaulting Ambition: Sociobiology and the Quest for Human Nature (Cambridge: MIT, 
1984). Elliott Sober makes a similar distinction: "Fitness is both an ecological 
descriptor and a mathematical predictor"-"The Two Faces of Fitness," in R. Singh, 
D. Paul, C. Krimbas, and J. Beatty, eds., Thinking about Evolution: Historical, Philo- 
sophical and Political Perspectives (New York: Cambridge, forthcoming). Kitcher and 
(even more so) Sober imply that the underlying logic of these concepts is somehow 
the same, though Sober acknowledges persistent difficulties drawing them together. 
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Are Random Drift and Natural Selection Conceptually

Distinct?

ROBERTA L. MILLSTEIN
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California State University, Hayward
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Abstract. The latter half of the twentieth century has been marked by debates in evolu-

tionary biology over the relative significance of natural selection and random drift: the

so-called “neutralist/selectionist” debates. Yet John Beatty has argued that it is difficult, if not

impossible, to distinguish the concept of random drift from the concept of natural selection,

a claim that has been accepted by many philosophers of biology. If this claim is correct, then

the neutralist/selectionist debates seem at best futile, and at worst, meaningless. I reexamine

the issues that Beatty raises, and argue that random drift and natural selection, conceived as

processes, can be distinguished from one another.

Key words: Beatty, Brandon, Carson, causal relevance, chance, conceptual distinction,

discriminate sampling, evolution, Hodge, indiscriminate sampling, natural selection, neu-

tralism, outcome, probability, process, random drift, selectionism

1. Introduction

The role of random drift in twentieth century evolutionary biology has been a

turbulent one. Biologists such as Wright and Fisher disagreed over the relative

importance of random drift in the evolutionary process, with Fisher arguing

that Wright’s theory assigned too great a role to random drift. The debate

continues today, with “neutralists” such as Kimura and Crow claiming an

even larger role for random drift than Wright did, while “selectionists” such

as Ernst Mayr and Douglas Futuyma (see especially Mayr 1983 and Futuyma

1988) remain steadfast to the idea that it is natural selection that plays the

preeminent role in phenotypic evolution. According to the selectionist camp,

the role of random drift is at best a minor one. As Beatty (1984) argues, this

debate has taken place in specific contexts (over whether, for example, natural

selection or random drift is more prevalent in a particular population) as well280
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Lewens, Richard Lewontin, Elliott Sober, Kurt Schwenk and two extremely generous

referees from this journal for discussion, guidance, and valuable help with the literature.
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Fit and Diversity:

Explaining Adaptive Evolution*

Denis M. Walsh†‡

According to a prominent view of evolutionary theory, natural selection and the pro-

cesses of development compete for explanatory relevance. Natural selection theory ex-

plains the evolution of biological form insofar as it is adaptive. Development is relevant

to the explanation of form only insofar as it constrains the adaptation-promotingeffects

of selection. I argue that this view of evolutionary theory is erroneous. I outline an

alternative, according to which natural selection explains adaptive evolution by appeal

to the statistical structure of populations, and development explains the causes of adap-

tive evolution at the level of individuals. Only together can a statistical theory of selec-

tion and a mechanical theory of development explain why populations of organisms

comprise individuals that are adapted to their conditions of existence.

1. Introduction. Evolutionary theory has two principal explananda, fit and

diversity (Lewontin 1978). By “fit” here I mean what Darwin called “those

exquisite adaptations of one part of the organisation to another part, and

to the conditions of life” (Darwin [1859]1996, 114). By “diversity” I mean

simply the distribution of biological form. Darwin’s great insight was that

fit and diversity are consequences of a single process, adaptive evolution.

Darwin argued that in order to explain adaptive evolution—and hence fit

and diversity—one must explain how populations come to comprise in-

dividual organisms so well adapted to their conditions of existence. So
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Fitness, Probability and the

Principles of Natural Selection
Frédéric Bouchard and Alex Rosenberg

ABSTRACT

We argue that a fashionable interpretation of the theory of natural selection as a

claim exclusively about populations is mistaken. The interpretation rests on adopting

an analysis of fitness as a probabilistic propensity which cannot be substantiated,

draws parallels with thermodynamics which are without foundations, and fails to do

justice to the fundamental distinction between drift and selection. This distinction

requires a notion of fitness as a pairwise comparison between individuals taken two

at a time, and so vitiates the interpretation of the theory as one about populations

exclusively.

Introduction

There is a strong temptation to treat the theory of natural selection solely as a

claim about the ‘central tendencies’ in evolution. In the words of Sterelny and

Kitcher ([1988], p. 345): ‘evolutionary theory, like statistical mechanics, has no

use for such a fine grain of description [as the biography of each organism]: the

aim is to make clear the central tendencies in the history of evolving popula-

tions.’ Not only does such an interpretation seem to do justice to the centrality

of population genetics—a thoroughly statistical enterprise—to evolutionary

biology, but it also bids fair to solve or dissolve the long-standing problem of

explaining or explaining away ‘fitness’, and to account for the theory’s char-

acter in terms familiar from physics. In this paper we show why the temptation

must be resisted. We argue that these benefits are not obtained, and that,

moreover, the approach obscures crucial facts about the theory of natural

selection. In Section 1 we show that the probabilistic propensity account of

fitness required by the ‘central tendencies’ approach is no substitute for the

causal conception of comparative fitness as a pairwise relation between

individual organisms. In Section 2 we refute recent attempts to purge the theory

of a causal concept of fitness by interpreting the theory, along the lines of

the second law of thermodynamics, as one exclusively about ‘ensembles’.
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Natural Selection as a Population-

Level Causal Process
Roberta L. Millstein

ABSTRACT

Recent discussions in the philosophy of biology have brought into question some

fundamental assumptions regarding evolutionary processes, natural selection in par-

ticular. Some authors argue that natural selection is nothing but a population-level,

statistical consequence of lower-level events (Matthen and Ariew [2002]; Walsh et al.

[2002]). On this view, natural selection itself does not involve forces. Other authors reject

this purely statistical, population-level account for an individual-level, causal account of

natural selection (Bouchard and Rosenberg [2004]). I argue that each of these positions

is right in one way, but wrong in another; natural selection indeed takes place at the level

of populations, but it is a causal process nonetheless.

1 Introduction

2 A brief justification of population-level causality

2.1 Frequency-dependent selection

2.2 Accounts of causation

3 The montane willow leaf beetle: a causal story

4 The montane willow leaf beetle: a population-level story

4.1 Response to ‘naı̈ve individualism’

4.2 Response to ‘sophisticated individualism’

5 Conclusion

1 Introduction

Recent discussions of natural selection have given conflicting answers to a

pair of questions: first, is natural selection a causal process or is it a purely

statistical aggregation? And second, is natural selection at the population

level or at the level of individuals? Denis Walsh, Tim Lewens and André

Ariew ([2002]) and Mohan Matthen and Ariew ([2002]) (hereafter, when I

am referring to the two papers together, WALM) have argued that natural

selection is purely statistical and on the population level, whereas Frédéric

Bouchard and Alex Rosenberg ([2004]) (hereafter, BR) argue that natural

selection is causal and on the individual level. In this essay, I argue for a
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The Weismann Model 

August Weismann (1889) is widely credited with disproving the La
marckian theory of the inheritance of acquired characteristics. In one 
of his famous experiments, Weismann cut off the tails of newborn 
mice; when the mice grew up and reproduced, their ofspring had tails 
as long as their parents had had prior to surgery. These results re
mained constant over many generations. Weismann saw the same pat
tern, and the same evidence against the inheritance of acquired chanic
teristics, in the fact that circmncision over many centuries. had not 
caused boys to be bon without foreskins. He also thought that his 
theory of the continuity of the germ plasm threw further doubt. on 
the inheritance of acquired characteristics, though it is worth asking 
whether this theory was evidence against Lamarckianism (as Gould 
2002 argues) or merely assumed that Lamarckian inheritance does not 
occur. 

Our interest here is in the loic of Weismann's experiments. Regard
less of their general signiicance for Lamarckianism, they clearly pro
vided evidence that acquired taillessness in mice parents failed to cause 
taillessness in mice ofspring.' How did the experiments manage to 
perform that function? 

Weismann's theory of the continuity of the germ plasm is now con
ventionally expressed in the language of genotypes and phenotypes 
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Mohan Matthen and André Ariew†

We have argued elsewhere that natural selection is not a cause of evolution, and that

a resolution-of-forces (or vector addition) model does not provide us with a proper

understanding of how natural selection combines with other evolutionary influences.

These propositions have come in for criticism recently, and here we clarify and defend

them. We do so within the broad framework of our own ‘hierarchical realization model’

of how evolutionary influences combine.

1. Introduction. In Matthen and Ariew 2002, we argued for the following:

(A) Natural selection is not a cause of evolution. (We are not opposed to

Darwin and the modern synthesis—quite the contrary. Rather, we

argue that the relationship envisaged by these theories is not a causal

one.)

(B) A resolution-of-forces (or vector addition) model does not provide us

with a proper understanding of how natural selection combines with

other evolutionary influences such as drift, mutation, migration, etc.

(C) Our own ‘hierarchical realization model’ offers a better understand-

ing of the interplay of these evolutionary influences.

Propositions (A) and (B) have come in for criticism recently, and our aim

in this article is to respond to these criticisms. We want to do this in a

systematic way, however, not piecemeal. Thus, we structure our replies with

an eye toward our positive view (C), which we adumbrate and extend as

we proceed.

2. Trait Variance and Causation. The first thing to do is mark the dif-

ference between (A)—the claim that natural selection is not a cause of
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ABSTRACT

Among philosophers, controversy over the notion of drift in population genetics is

ongoing. This is at least partly because the notion of drift has an ambiguous usage

among population geneticists. My goal in this paper is to explicate the causal dimension

of drift, to say what causal influences are responsible for the stochasticity in population

genetics models. It is commonplace for population genetics to oppose the influence of

selection to that of drift, and to consider how the dynamics of populations are altered

when each has greater or lesser influence. I define the causes that are referred to as drift

when researchers speak this way.
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ABSTRACT

The propensity interpretation of fitness (PIF) is commonly taken to be subject to a set

of simple counterexamples. We argue that three of the most important of these are

not counterexamples to the PIF itself, but only to the traditional mathematical

model of this propensity: fitness as expected number of offspring. They fail to

demonstrate that a new mathematical model of the PIF could not succeed where

this older model fails. We then propose a new formalization of the PIF that

avoids these (and other) counterexamples. By producing a counterexample-free model

of the PIF, we call into question one of the primary motivations for adopting the

statisticalist interpretation of fitness. In addition, this new model has the benefit of

being more closely allied with contemporary mathematical biology than the traditional

model of the PIF.

1 Introduction

1.1 The ‘Generality Problem’

1.2 Counterexamples to the PIF

1.2.1 The moments problem

1.2.2 The delayed selection problem

1.2.3 Timing of reproduction

1.3 The need for a new model

2 A New Formalization

2.1 The new model and biological theory

3 Possible Objections to F

3.1 Objection 1: Natural selection is short term

3.2 Objection 2: Descendants are only minimally related to ancestors

3.3 Objection 3: Evolutionary time scale is pragmatically determined

3.4 Objection 4: Long-term fitness is lineage fitness

3.5 Objection 5: The theory of evolution by natural selection fundamentally

concerns trait fitness, not individual fitness
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The debate over the role of stochasticity is central in

evolutionary biology, often summarised by whether or

not evolution is predictable or repeatable. Here we dis-

tinguish three types of stochasticity: stochasticity of

mutation and variation, of individual life histories and

of environmental change. We then explain when sto-

chasticity matters in evolution, distinguishing four

broad situations: stochasticity contributes to maladap-

tation or limits adaptation; it drives evolution on flat

fitness landscapes (evolutionary freedom); it might

promote jumps from one fitness peak to another (evol-

utionary revolutions); and it might shape the selection

pressures themselves. We show that stochasticity, by

directly steering evolution, has become an essential

ingredient of evolutionary theory beyond the classical

Wright–Fisher or neutralist–selectionist debates.

A long history of debate

The role of stochasticity in evolution has always been a

source of debate. For instance, Fisher’s view of evolution

involved a flux of numerous beneficial mutations of small

effect occurring in large populations [1], whereas Wright

put forward the importance of stochasticity in small sub-

populations in creating combinations of individually dele-

terious alleles which together have a beneficial effect [2,3].

Similarly, the neutralist–selectionist debate was articu-

lated around the relative importance of genetic drift and

selection [4]. In addition, the debate over the ‘adaptationist

programme’ focussed on the role of historical contingency

versus necessity [5]. In many cases, debates have concen-

trated on the role of drift, a particular form of stochasticity.

Simple rules of thumb are often used to determine

whether drift is important or not. For example, drift can

overwhelm selection in small populations (‘is the product of

population sizeN and intensity of selection s greater or less

than one?’) or migration among subpopulations (‘is the

product of population size N and migration rate m greater

or less than one?’). However, such rules could be mislead-

ing in that they fail to distinguish different ways by which

stochasticity can affect evolution. Alternatively, a more

global approach to the role of chance in evolution has been

to focus on the outcome of evolutionary change: if evol-

utionary change is predictable or repeatable, it would

indicate that chance plays only a minor role (Box 1). A

limitation of this approach, however, is that comparing

outcomes is not sufficient to fully evaluate the importance

of stochasticity in evolution. First, the trajectory (and not

only the outcome) can be of interest (e.g. it can determine

the genetic basis of adaptation and the rate of adaptation).

In fact, the importance of ‘history’ in evolution has been

stressed repeatedly [6,7], based on the idea that because it

accumulates over time, evolutionary change is necessarily

path dependent and nonrepetitive in all details. A similar

situation occurs, for instance, in mathematical optimis-

ation of a unimodal function (which would represent the

climbing of an adaptive peak). Several algorithms can be

used, some being stochastic (trial and error) and some

being deterministic (e.g. the method of steepest ascent).

Even if, quite predictably, all algorithms should converge

toward the maximum, the path taken and the speed to

reach the peak will depend on the algorithm used. In

addition, stochasticity can change the position of the fit-

ness peak itself (as though, in our mathematical analogy

above, a different function would be maximised depending

on the algorithm used); we will develop this idea below.

As we will see, stochasticity has more profound effects

than simply making evolutionary trajectories less predict-

able, or less repeatable. These effects are becoming essen-

tial ingredients of evolutionary theory in various domains,

from the evolution of life histories to speciation and the

evolution of sex. To have an overall perspective on these

effects, it is necessary to distinguish the different forms of

stochasticity that affect evolution, and the biological pro-

cesses in which they play an important role. This is the

purpose of this review.

The different forms of stochasticity

The notion of chance in evolutionary biology is often quite

specific, referring to independence with regard to adap-

tation [8,9]. Indeed, mutations occur independently of their

effect; often, the reproductive success of each individual is,

Review

Glossary

Deterministic: in a model, a process is deterministic when variables take a

unique and nonvariable value at each time step.

Deterministic chaos: refers to a deterministic process where very close initial

conditions can lead to extremely different outcomes.

Distribution of mutational effects: the statistical distribution giving the

probability density that a mutation of a given effect occurs.

Genetic drift: fluctuation of allele frequencies caused by the stochasticity of

individual life histories.

Hysteresis: a situation where the outcome of a deterministic process depends

on the historical path.

Mutational meltdown: self-reinforcing process in which deleterious mutations

fix by drift, which decreases population size, which in turn increases drift and

the chance that new deleterious mutations will fix, and so on.

Shifting balance theory: theory of adaptation proposed by Wright involving a

shifting balance between evolutionary forces in three phases, with a

predominant role of drift, selection and migration.

Stochastic: in a model, a process is stochastic when variables follow a

distribution with a nonzero variance.
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Divergence time estimation is
an example of probability due
to historical inaccessibility



It’s ineliminable: no amount of
contemporary data can render

the models deterministic
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model where we can quantify
the source of probabilities
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What about r and t?
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rate and time are
non-identifiable: they only

appear multiplied together in
the expression for distance
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We can do better!
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